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Summary

A sequence of learning activities can be modeled as a graph with specific prop-
erties. The vertices or nodes of the graph are the learning activities. Learners
perform some of these activities individually, some in teams, and others with
the whole class. The graph has a geometric nature, time being represented
horizontally and social organization (individual, team, class) vertically. These
activities can be inspired by heterogeneous learning theories; a graph models
the integration of heterogeneous activities into a coherent pedagogical sce-
nario. The edges of the graph connect activities. They represent the two-fold
relationship between activities—how they relate to each other from a pedagog-
ical and from an operational viewpoint.

From the operational viewpoint, edges are associated with operators that
transform the data structures produced during a learning activity into the
data structures needed to run the next activity. In this book I will present
26 operators classified into 5 categories. A sequence of operators constitutes
a workflow.

From the pedagogical viewpoint, an edge describes why an activity is nec-
essary for the next activity; it can, for instance, be a cognitive prerequisite, a
motivational trick, an advanced organizer, or an organizational constraint. The
edges are classified in a library of 28 pedagogical ideas. The extent to which
one activity is necessary for the next one is encompassed in the weight of an
edge. The transition between two activities is stored as a matrix; the cell (m,n)
of a transition matrix stores the probability that a learner in cognitive state m
will evolve to state n in the next activity. I propose a list of 28 states that have
a specific meaning in education. The transition matrix can be summarized by
a parameter that constitutes the edge weight; an edge between two activities
has a heavy weight if learner performance in one activity is highly predictive
of success in a connected activity. The graph also constitutes a probabilistic
network that allows predicting the future state of a learner.

When the pedagogical scenario is running, the actual state of the learner
can be inferred not only from his past activities but also from his current
behavior and from the activities of others. Learner modeling combines these 3
sources of information and is hence represented as a cube.

This book does not propose a learning theory. It describes how rich learn-
ing activities, often designed for small classes, can be scaled up for use with
thousands of participants, as in MOOCs. It also describes how a pedagogical
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scenario can be adapted to the level of participants or repaired on the fly
when problems occur. The graph describes how the scenario can be modi-
fied, stretched, cut, and extended. Orchestration refers to the real-time man-
agement of pedagogical scenarios to ensure the maximum the satisfaction of
many constraints, listed in this book.
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Introduction

This book proposes a language for modeling the design and the orchestration
of sequences of learning activities. In a nutshell, orchestration refers to the
real-time management of pedagogical scenarios and their permanent adap-
tation to the many constraints that have to be satisfied for a lesson to “work
well”, as would a teacher say. This modeling language relies on graphs that
describe educational scenarios from four different viewpoints. In ,
the graph describes the structure of activities; who does what and when. It
models the visible part of the educational activities. proposes a
library of pedagogical ideas that underlie the graph structure. In ,
the graph describes the workflow underneath rich scenarios, every edge of
the graph being potentially associated with data transformation operators. In

and , the graph describes the learner path as a stochas-
tic process, every edge being associated with a probability matrix. In the last
chapter, I explore how analytics contribute to the real-time management of
scenarios and the improvement in their effectiveness over time.

A modeling language is not a theory that predicts how people will learn but
a tool for designers of pedagogical scenarios, as well as scholars working on
learning analytics. A theory can be proven or rejected with empirical data. A
modeling language is not true or false but rather may or may not be useful for
those who attempt to express themselves with this vocabulary and this syn-
tax. My motivation for proposing a formal language is described in the next
paragraphs.

First, modeling lies at the heart of any scientific field. It constitutes a legiti-
mate activity for any scholar and does not require any justification in terms of
outcome or application. Throughout the book, I try to find a balance between
the lack of formalism in learning sciences and the risk of writing down mean-
ingless formulae; quantifying the rich semantics of educational dialogues,
along with the subtle social cues of social situations, could lead to a caricature
of science. Of course, education is not about numbers; it is about inspiring
humans, about passion, and about creating a warm social atmosphere. None-
theless, I am utterly convinced that there is something deeply rational, almost
algorithmic, in the art of teaching. This rational layer constitutes the slice of
the educational realm that defines the perimeter of this book. This modeling
ambition is not restricted to online education, but concerns any classroom
lesson. I will return to this point several times in the book.

Beyond the intrinsic legitimacy of modeling, a second motivation is to
improve the dialogue between learning sciences and computer science.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

4 ORCHESTRATION GRAPHS

Computer scientists often complain that the learning sciences fail to provide
them with formal models of education. This book results from an attempt to
make a modest step in that direction. John Self (1992) named this effort “com-
putational mathetics,” which could have been the title of this book. The pro-
posed modeling language translates educational scenarios into computational
structures that are familiar to computer scientists, such as graphs or Markov
chains. This book does not describe a platform where language, graphs, and
operators are implemented. Such a platform does not exist, and this book does
not aim to provide the specifications of such a platform. Instead, the proposed
modeling language could be used upstream of the implementation process and
influence more than one educational platform.

On the more applied side, the proposed modeling language could enhance
learning technologies in several ways.

« This work has been inspired by the wish to enrich the pedagogy of Massive
Open Online Courses (MOOCs). Many rich learning activities have been
empirically validated with small classes, but, at first glance, it seems diffi-
cult to scale them up to thousands of learners. Are MOOCs condemned to
rely on simple learning activities such as watching videos, answering quiz-
zes, and doing exercises? This book hypothesizes that a formal description
of pedagogical scenarios will allow rich activities to be run on a large scale.

« A modeling language could enhance the power of learning analytics; that
is, the processing of traces left by learners during their activities. When
500 sensors are distributed over a mountain, the 3D model of this moun-
tain and the precise location of each sensor are necessary to integrate the
data collected from the sensors into a consistent dataset. The graphs pre-
sented in this book constitute the 3D model of a lesson. The three dimen-
sions are time, social structures, and diagnosis inference levels. I postulate
that learning analytics will exploit the traces of learners more accurately
once these traces have been mapped onto a model of the learning activities.

« Ifthe modeling language was used by different platforms, data from differ-
ent MOOCs could be compared, since it would be possible to identify what
is comparable or not between two MOOCs. I hope that one day data from
MOOCs will be made available to the whole learning community, and not
only to the institution that owns the MOOC. Other scientific fields made
a quantum leap forward when they succeeded in efficiently sharing their
data. This major achievement would, however, remain unproductive unless
there was a description of MOOCs precise enough to support comparisons.

« This modeling language could provide the programming abstractions
required to make the code of learning environments more explicit and less
ad-hoc.

This book was written for researchers in education and learning technol-
ogies, as well as for computer scientists developing new educational environ-
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ments. The proposed language is suited to describing learning technologies,
especially online education—namely MOOCs. However, the scope of this book
is not limited to MOOCs. I believe that the proposed modeling language is
relevant for any formal educational context. At a first glance, a lesson on sub-
traction for 20 pupils in an elementary school classroom does not have much
in common with an academic MOOC on digital signal processing, with 20,000
students. Under the surface though, both can be modeled as learning activity
graphs. In other words, this is not a book restricted to MOOCs, but the rise of
MOOCs has prompted the need to formalize rich learning activities in order
to bring them to scale.

Orchestration graphs describe the space of pedagogical scenarios that can
be elaborated. A scenario is a sequence of activities devoted to a set of learn-
ing objectives. This book is neither a practical guide for creating a scenario
or a MOOC, nor a theory that prescribes how scenarios or MOOCs should
be designed. Learning theories have to be “proven” in some way. A modeling
language is neither true nor false; it may or may not be useful. Therefore, this
model will be validated if future platforms are implemented on the bases pre-
sented in this book and if these implementations actually enable rich peda-
gogical scenarios on a large scale. Another way in which it could be useful is in
providing a more specific description of MOOC activities, thereby enhancing
learning analytics.

This book contains some mathematical notations. Although they are not
necessary for understanding the modeling language, I hope that learning sci-
entists will nonetheless find them useful. These mathematical elements are
not intended to be a contribution to either mathematics or machine learning;
more modestly, I have used them as anchors for articulating the educational
processes to existing computational models.

The presentation of the modeling language is arbitrarily segmented into 42
points. Other than the nod to marathon friends, this didactic decomposition
has no deeper meaning than building the model incrementally.

Any modeling activity implies some simplification of the reality being mod-
eled, acting as a lens that reveals some aspects but ignores others. While this
book only looks at the social and cognitive dimensions of learning, this is not
to deny the importance of other dimensions, such as emotional and cultural
ones. I will come back to the limitations at the end of the book. Simplification
is the price to pay for elaborating a new modeling language. Later on, this
language will have to be enriched in order to cover more dimensions of the
education process.

About Scale

MOOCs have attracted millions of students, and yet, their pedagogy is often
less sophisticated than state of the art pedagogy in learning sciences. This
book explores the possibility of extending rich learning activities to large audi-
ences. The scale is the ratio between the number of teachers and the number of
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students in the same class. It ranges from 1:1 (e.g., a private ski lesson), to 1:25
in European elementary schools, to 1:80 or 1:400 in lecture theatres, and up
to 1:150,000 in MOOCs. Actually, a more realistic ratio would be 5:150,000,
as there are probably 4 teaching assistants who would second the teacher in
such a MOOC. When I write “the teacher” in this book, I am referring to the
whole teaching team.! For teacher and learners, I use “he” as a gender-neutral
pronoun that could be read as “he or she.”

What is the relationship between scale and pedagogy? Scaling up learning
activities can be viewed as a loss of pedagogical richness, made acceptable by
the benefits of giving broad access to education for a marginal increase in cost.
Though for simple learning activities, scaling up actually implies only a negli-
gible loss of quality; for instance, the amount that John learns from watching a
video or from answering quizzes will not vary greatly if there are 10,000 other
students doing the same activity. However, some learning activities that are
manageable with small classes do not scale up; for instance, guided discovery
(e.g., learning from a simulation) is only effective with guidance at an appro-
priate level (De Jong & van Joolingen, 1998), which can partly be automated,
but which does not scale as easily, as illustrated by . Team problem
solving is also limited in scale, since the core mechanisms of shared mean-
ing making are limited to small groups. Of course, a class of 5,000 students
could be divided into 1,000 teams of 5 students. However, since self-regula-
tion skills are often below what teams require in order to be effective, it cannot
be trusted that these teams would in fact self-regulate, and the management of
1,000 teams by a teacher would prove intractable.

Some activities scale well, some don’t. Does it matter? Would 1:10,000
activities be more effective if they reproduced the pedagogical scenarios used
in 1:1 situations? The ratio 1:1 is often presented as the optimal condition for
learning. The idea behind “individualized instruction” is to keep large class
activities as effective as 1:1 activities. A seminal paper from Bloom (1984)
showed that a 1:30 lesson can get close to 1:1 efficiency if the learners’ pre-
requisites are systematically consolidated before the lesson. But is 1:1 really
the Holy Grail in education? A Chinese tradition was for a prince not to learn
alone with a tutor but for another child to be brought to the palace to learn
with him (Chan & Baskin, 1988). The scale 1:2 was considered as better for the
prince than the 1:1 scale. In the Swiss vocational education system, an appren-
tice works 4 days per week in a company, understanding one specific con-
text. On his weekly day at school, he can share the experience of the 19 other
apprentices working in other companies. He is able to discover the variety of
processes that exist for the same tasks across various workplaces and thereby
disentangle what is specific to each context from what is true in any context.

1 A new phenomenon has emerged with MOOCs—in some cases, so many people volunteered
to be teaching assistants that the scale became 25:10,000. We can’t simplify it to 1:400, since
25:10,000 requires a much more complex organization than 1:400.
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In this context, 1:20 is pedagogically richer than 1:1. What if activities could be
more effective with 1,000 students than with 20? The philosophy of this book
is to view scale as a pedagogical opportunity instead of as a phenomenon that

filters out rich learning interactions.
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Figure 0.1 The relationship between the interaction richness of a pedagogical scenario and its
scale. This graph is not built from empirical data but is based on common sense or experience in
educational practices. The red line corresponds to the aims of orchestration graphs—to be able
to scale up rich learning activities without sacrificing their interaction richness. On the red line,
we have to invent activities that take advantage of scale. Peer grading constitutes a first example

on this path.

In learning technologies, the balance between individual adaptation and
social interaction has evolved over decades. Since the 1960s, individual adap-
tation has been the leitmotiv of computer-based education. If the key is to
adapt instruction to individual needs, learners should work individually on
computers. However, since in the past there were more students than comput-
ers, two or more learners were often assigned to one machine. Surprisingly,
this situation turned out to be more effective than individual work (Dickson &
Vereen, 1983); the “loss” due to a lower accuracy in individualization seemed
to be somehow overcompensated for by the gains generated from verbal inter-
actions in front of or through a computer. This gave birth to the field of com-
puter-supported collaborative learning (CSCL). This evolution in learning
technologies is represented in as a left movement of the pendulum.
The evolution from individualized instruction to CSCL is depicted by the red

arrow in the in the 1990 pendulum.
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In early years of 2000, researchers in CSCL understood that collaborative
activities had to be more structured in order to be effective. The mere fact
that teams work together on a task does not guarantee that they engage in
rich interactions such as explanation, argumentation, or mutual regulation.
Along with some colleagues, my team therefore developed so-called collab-
oration scripts (Dillenbourg, 2002; Weinberger & Fischer, 2006), where a
script is a pedagogical scenario that structures team interactions by defining
roles, phases, differences in viewpoints, and so on. For instance, a well-known
script, called “Jigsaw” (Aronson et al., 1978), provides each team member
with a subset of the information required to carry out the task. To achieve its
goal, the team therefore needs to integrate the contribution of each individual

Collaboration scripts

Figure 0.2 The individual-social pendulum in learning technologies—the individual force pulls
the ball to the right; the social force pushes it to the left.
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member. Another example of script is ArgueGraph (Dillenbourg & Jermann,
1999; Dillenbourg & Hong, 2008); this scenario fosters argumentation by
forming pairs of individuals with contrasting opinions. In the 2000 pendulum
in , the development of script is depicted as a pendulum movement
to the right, back to the center of the social-individual continuum, because
scripts prescribe individual processes within team processes. Team cognition
is not viewed as an emergent property but is “engineered” by fine-tuning indi-
vidual processes within teamwork. These scripts can be viewed as the ances-
tors of the graphs presented in this book, the latter being a generalization of
the former. The ArgueGraph script will namely be used in this book to explain
the functional role of a workflow in a pedagogical scenario.

The 2010 pendulum in depicts recent movements of the pendu-
lum in two opposite ways—to the left side of the continuum, which corresponds
to cMOOCs, based on connectivism (Siemens, 2005), and to the right side, the
academic teaching style reflected in xMOOCs. The large scale MOOCs distrib-
uted by actors such as Coursera or EdX have been xMOOCs. This distinction
has somehow become obsolete, but, in a nutshell, cMOOCs build upon the
social nature of learning, while xMOOCs focus on individual learning. Actu-
ally, this x/c dichotomy is more conceptual or ideological than a real conflict
in practice. In a pedagogical scenario, educational practices are not exclusive;
some activities can be close to x and others closer to c¢. For instance, we asked
students to watch xMOOCs in teams of 4, and they reported this as being a
very positive experience (Li et al., 2014). The complementarity of learning
activities inspired by divergent learning theories is central to this book. The
need to integrate activities into a consistent learning scenario, despite the het-
erogeneity of these activities, is very much reflected in the modeling language.

Personal note

The style of this book is sometimes schizophrenic. I propose a formal language
that emphasizes the rational side of education, but, from time to time, I add
comments based on personal values. This dualism is intrinsic to education—
even when scientists argue rationally and rigorously about data, methods, or
theories, their reasoning is shaped by their values and ideas of what educa-
tion should be. Any educational debate mixes rigor and emotion. A scientist
should never “believe” in his theory, despite the evidence, and an educational-
ist should always “believe” in the learner’s success, despite the obstacles. This
is why an educational scientist is schizophrenic. For me, an effective lesson
(when all the students are “with” the teacher) is as admirable as a snake-like
ski trace in powder snow. Effectiveness is beauty. This will appear in the text
as I make occasional digressions from the modeling language.
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Chapter 1
Orchestration Graphs

The modeling language proposed in this book aims to describe every kind
of pedagogical scenario. By “pedagogical scenario,” I mean any sequence of
learning activities, also referred to as a lesson plan, a didactic sequence, or a
script. A pedagogical scenario will be modeled as a graph, with specific prop-
erties that I will present throughout the 42 points of this book. Describing a
lesson plan as a graph may seem pointlessly complex as most lessons, as well
as most existing MOOCs, are built as a linear sequence of activities. How-
ever, pedagogical scenarios based on a richer structure also exist, and, with
orchestration graphs, I aim to capture these richer scenarios. Therefore, I will
extract the workflow that underlies these scenarios; that is, the (often invis-
ible) sequence of data transformations between activities. I hypothesize that
formalizing the workflow of a pedagogical scenario will enable our community
to scale up learning activities that may initially appear as non-scalable.

A model is like a lens; it constitutes a specific way of looking at reality,
emphasizing some elements, variables, or phenomena. The proposed mod-
eling language pays particular attention to the way educational scenarios
concretely unfold with time, what happens practically during the course,
and what needs to be repaired. The term “orchestration graph” embeds this
pragmatic viewpoint: “orchestration” refers to the real-time management of
learning activities (Dillenbourg, 2013) such as launching activities, managing
time, circulating data, and adapting the scenario on the fly. The term “orches-
tration” is not the optimal metaphor, because orchestration differs from con-
ducting an orchestra. I will come back to this controversy in . But,
intuitively, it is true that there is a touch of the maestro in the performance
of a talented teacher enthusiastically conducting rich class activities, running
across multiple planes (individual, team, and class activities—see ),
with or without computers. How does an elementary school teacher adapt the
current activity if two students missed the previous activity or if a crane comes
into view in front of the classroom window and starts to operate? How does a
university lecturer react when he notices that he is losing the attention of his
audience? How does a MOOC teacher cope with thousands of complaints that
the last video was incomprehensible? Of course, the adaptation of instruc-
tion is not a new topic, but this term usually refers to the process of adapting
instruction to individual learner needs. The notion of orchestration is broader.
It includes the selection of the most appropriate activities for the learners,
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but it also extends to very practical aspects of classroom management such as
managing time (“I have 5 minutes left—it’s too late to start a new chapter”),
managing space (“My classroom is too small to move chairs while forming
teams”), assessment constraints (“I have to issue individual grades because
the school does not accept team grades”), energy constraints (“I will use peer
grading because the number of assignments to grade is too high”), and safety
constraints (“The students cannot explore the city on their own, so each team
will investigate architectural aspects of the same street”). Managing a lesson
or a MOOC requires continual regulation—monitoring the learners’ activity,
adapting some activities, or even modifying the scenario. For this reason, this
book follows a kind of systemic viewpoint on the educational ecosystem, in
which the scenario is a species that constantly needs to adapt to the constraints
of its environment in order to “work well.” As a consequence, the proposed
modeling language has to capture the flexibility of a pedagogical scenario, that
is, the features that make the orchestration process easy or difficult.

There is a contradiction between these two first paragraphs: the first one
claims that scale requires automated workflows, while the second explains
that orchestration requires flexibility. This tension will be present through-
out this book—a “flexible workflow” is an oxymoron, like a deafening silence.
This tension constitutes an interesting challenge for computer science: how to
modify, skip, and reorder the various steps of data processing without break-
ing data consistency?

A distinctive feature of orchestration graphs is the integration of hetero-
geneous activities; individual learning activities, teamwork, and lectures are
integrated into a single pedagogical scenario—hopefully one that is consist-
ent. The proposed language breaks down the walls of didactic churches by
articulating activities inspired by different learning theories (e.g., behavio-
rism, mastery learning, constructivism, and socio-cultural theories) within
the same scenario. Of course, orchestration graphs can also be used to model
homogeneous pedagogical scenarios, that is, scenarios in which all activities
are inspired by the same learning theory. The point is that the design of heter-
ogeneous scenarios requires paying special attention to how diverse learning
activities are integrated into a consistent whole—both pedagogically consist-
ent and operationally consistent. Orchestration graphs have been designed to
express this consistency.

In summary, the language I propose in this book describes pedagogical
scenarios that (1) integrate heterogeneous activities (2) into a workflow that
(3) remains flexible. The language will therefore provide several viewpoints on
a pedagogical scenario.

e In , a graph describes the structure of activities: who does what
and when. It models the visible part of the educational activities. The eight
points of this chapter describe each constituent of an orchestration graph.
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In , a set of graph edges is described: edges embed the pedagogi-
cal ideas or the rationale underlying the scenario.

In , a graph describes the workflow underneath rich scenarios,
with some edges of the graph being associated with a data transformation
operator. This chapter describes several categories of operators and pro-
poses design patterns that can be built with these operators.

In , a graph describes the learner path as a probabilistic net-
work: every edge is associated with a transition matrix. The eight points of
this chapter articulate stochastic models with graph components and lay
the groundwork for the development of learning analytics in

Finally, analyses the concept of orchestration with the concepts
and the modeling language developed along the previous chapters.

Point 1 Horizontal axis

Orchestration graphs are based on sequences® of activities placed in a two-di-
mensional space. I will start with the horizontal dimension, which determines
the position of an activity in time. This first point begins with the basics; more
substance will come in the next points. To illustrate this axis, let’s consider a
scenario for a geometry course in an elementary school. The classroom holds
25 children who are about 9 years old.

1

10:00 a.m. Activity 1 The teacher summarizes the lesson from the previous week where pupils
learned to calculate the surface of a rectangle, first by counting square
units, and then by measuring its dimensions. He then informs the stu-
dents that the goal of the current lesson is to use similar methods to
measure the surface of a triangle.

10:10 a.m. Activity 2 The teacher forms pairs, giving 2 paper rectangles of the same size, but
of different shapes to each pair. He asks the students to measure the sur-
face of these rectangles, with each member of the pair using one of the
two methods from the previous week, and then to compare the results.

10:15 a.m. Activity 3 The teacher asks the pairs to cut the rectangles in such a way that one
rectangle becomes 2 triangles, to calculate the surface of these triangles,
and to compare it to the surface of the rectangle.

10:30 a.m. Morning break

10:45 a.m. Activity 4 The teacher distributes non-rectangular triangles and asks teams to
search for a method for measuring surfaces. After a while, he invites the
teams to use scissors to find a solution.

Later on, graphs will include richer structures than sequences and therefore justify the term
“graph.”
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11:00 a.m. Activity 5 The teacher asks the pupils to show their solutions to the class. Then, the
teacher summarizes the solution to the class and demonstrates how to
find the height of any triangle.

11:10 a.m. Activity 6  Each student receives a sheet with 5 triangles and is asked to draw the
altitude of the triangles and calculate their surface.

11:25 a.m. Activity 7 The pupils have to copy to their notebook the summary written on the
blackboard by the teacher.

This scenario can be modeled as a simple sequence of activities: doing an
exercise, writing a summary, listening to the teacher, and copying the black-
board contents. Some of them (e.g., activity 7) are not “learning” activities as

such, but are activities performed by the learners (see ). These activi-
ties actually populate a significant part of classroom life, but have rarely been
taken into account by educational theories. In , each activity is mod-

eled as a rectangle whose length is proportional to the activity duration and
that is placed from left to right in chronological order. The 10:30 a.m. pause
appears as a gap on this timeline.

asz a

as s

iy
—r—
[9)
N
10:15 ==
11:00 ==
11:10 ==
11:25 —r=
@
~
11:30 T

10:30
10:45

Figure 1.1 A simple sequence of learning activities.

An activity will be defined by several more parameters that will be incre-
mentally introduced in this chapter. Let’s start with a simple definition:

A pedagogical scenario is a sequence (a,, @, -.. , G;, ... , ;) where a;is the
ith learning activity.

Let’s now examine what can be considered as a radically different con-
text—an online course at university level. This is a fictitious example.

Week 1 In a MOOC on urbanism, online students follow video lectures 1, 2, and 3.

Weeks 2—3 Students have to write a case study about a city, selected from a list of 10
cities proposed by the teacher. They upload their report as a PDF file.

Week 3 The system creates a forum for each of the 10 cities. In the forums, stu-
dents are asked to discuss the main urbanism challenges in the city they
have selected. They draw up a list of challenges and vote for the 3 main
ones.

Week 4 Each student has to analyse 2 case studies from another city, with respect
to the 3 challenges selected on Week 3.
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Week 5 Students follow video lectures 4 to 6.

Week 6 Students have to annotate a map of the city they selected and point out 3
places that illustrate the concepts taught in lecture 6.

Week 7 The system automatically forms groups of students who annotated the
same map area for the same city. It creates an online conferencing space
for them and asks them to produce a common map.

Week 8 The teacher presents a real-time video lecture where he discusses the most
interesting and least interesting maps produced by students.

This scenario can be represented by the same kind of timeline as the geom-
etry lesson:

T e HatHatH e oo

Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 Week 7 Week 8

Figure 1.2 A simple sequence of activities in a MOOC.

As emphasized in the introduction to this chapter, a distinctive feature
of these two examples is that they are composed of heterogeneous activities.
Some activities are performed individually, others are done in teams, and
some are conducted with the whole class. Some activities are computer-based
and others don’t rely on digital technology.? For too long, pedagogical prac-
tices were clustered together by unnecessary orthodoxies such as behavio-
rism, constructivism, project-based learning, and problem-based learning.
However, in daily practice, teachers tend to integrate various models. For
instance, elementary school teachers blend global and analytic methods for
learning to read. At university level, lecturing is combined with guided-dis-
covery lab sessions. At the other end of the scale, researchers tend to iden-
tify themselves with a theoretical perspective, probably because excellence
in research requires a clear theoretical framework. I am convinced that the
transfer from research to practice would be enhanced if researchers would
integrate multiple perspectives into consistent pedagogical scenarios. I refer
to these scenarios as integrated learning scenarios, since they integrate
activities borrowed from multiple theories. These activities are not merely
juxtaposed; instructional design is not about assembling a bit of everything.
They are expected to form a consistent whole. The need for integration comes
from the heterogeneity of activities. There would be no need for integrating

2 With technologies such as tangible interfaces and paper-based interfaces, the frontier between
what is computer-based or not is actually vanishing. Lecturing on a blackboard is not called
“chalk-based teaching”: the use of technology should not define the nature of the learning
activity.
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activities if they were similar or grounded in the same learning theory. The
proposed modeling language describes how heterogeneous activities form a
coherent structure.

Orchestration graphs describe pedagogical scenarios that can integrate
heterogeneous activities. They specify the pedagogical and functional rela-
tionships between activities.

The integration of activities will be modeled by making the relationship
between activities explicit. This relationship is two-fold. First, it is a peda-
gogical relationship—one activity activates cognitive and/or motivational pro-
cesses that can be exploited by the next activity. Second, it is also an oper-
ational relationship—it describes how the data required to run the current
activity are generated from the data that produced in the previous activity.

Orchestration graphs model the structure of the activity
sequence, not the details of each activity. The reason for this structural focus
is that the language is intended to model the orchestration process, not the
learning mechanisms; this book does not propose a learning theory.

Let me now formalize the horizontal dimension of orchestration graphs,
that is, the time dimension.

An activity q; runs from starting time t°; to the ending time ;.
The duration of q; is d; = t¢; — t5;
Time is counted as the number of time units (e.g., seconds, weeks) from
the start of the scenario and is denoted by ¢,, t, =0

The time lag between the end of activity a; and the beginning of g; is
denoted by [;; = t5; — t&

The scale of the horizontal axis is left to the designer: in the first example
the scale unit is minutes, while in the second example the scale unit is weeks.

It may sound like overkill to formalize simple things such as duration
or lag. The role of these parameters will become clearer later on, but time
is clearly not a simple implementation issue—it’s the main constraint in any
educational or training institution, and maybe the most coercive constraint.
Any formal educational system relies on an implicit or explicit contract that
some skills will be acquired within a time budget. In the European Credit
Transfer System (ECTS), the time budget is counted in credits (28—30 hours
of work for one student). Efficient teachers permanently monitor time and
balance what should be done with how much time is left. Underestimating the
time budget (we rarely overestimate it), can lead to stress, dropping out, and
to incomplete skills. We will also see that the lag between two activities has
an influence on the effectiveness of the scenario: what a learner learned today
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might still be available on the same day, but 6 months later, it will need to be
refreshed.

Point 2 Vertical axis

In the geometry example presented in , the activities are based on 3
different organizations of work. In @, and a,, the teacher is speaking to the
whole class and collecting feedback. In a,, a,, and a,, learners work in groups,
namely pairs. Finally, activities a¢ and a, are carried out individually. These
changes in the social organization of activities constitute another salient
aspect of pedagogical practices. Therefore, the social structure of the peda-
gogical scenario will be represented on the vertical axis of the model.

This dimension is treated as discrete; it is an ordered set of levels. Actually,
since the word “level” is used for describing many things, I prefer the word
“plane.” This term comes from Vygostky (1994), who differentiated between
the intra-individual plane (the space of cognitive processes), the inter-indi-
vidual plane (where intersubjectivity occurs), and the social plane (shaped by
its culture). The two examples presented in stretch over three social
planes.

+  On the individual plane, students work on a task by themselves (e.g.,
read a text, write a summary, do an exercise).

«  On the team plane, students work in small groups, typically made up of
2 or 3 students for problem solving, 4 to 6 students for projects, and 8
or more students for brainstorming or “problem-based learning” (PBL).3
They are assigned a joint task to achieve; for example, to build a piece of
software, to create a document, to invent an advertisement slogan, or to
conduct an experiment. Within the team, individuals may be assigned
different roles (see ), but, at the end, they need to converge on a
joint product.

« On the class plane, the activity involves all the students# in the class:
they do activities such as listening to lectures, participating in discus-
sions, presenting posters, or visiting a museum together. Class activi-
ties do not exclude individual interactions among learners (e.g., asking
questions to the neighboring student or whispering), but the intended
interactions are those that occur between the class and the teacher. The
concept of class is used in a broad sense: it refers to the set of participants

3 There is no maximal size for groups; one group can be made up of two groups of 50 people
who collaborate on the same project. On the other hand, a group of 10 students that listens to
a lecture independently from one another while the rest of the class does another activity, is
more like a class, and hence called a “subclass” (see ).

4 Or a subset of the students, if the class is split into subclasses (see ).
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Figure 1.3 Adding the vertical structure to the model presented in

to a session where the scenario is run, independently from the physical
location of participants.

This second dimension is independent from the time dimension (horizon-
tal axis) and hence placed vertically on orchestration graphs, as illustrated in

In diverse educational practices, pedagogical scenarios may involve
broader circles; namely actors who are not in the classroom or who are not
MOOC participants. Therefore, orchestration graphs are extended with three
more planes. To illustrate them, let’s consider the scenario modeled by

. A biology teacher presents a lesson (a,) and then sets up a session of indi-
vidual exercises (a,). After the second lecture (ay), students go to the science
lab where they run experiments in teams (a,). With the data they collected,
they write a report individually (a;). On the following week, the class goes
out to study the same phenomenon on a field trip (ag). By using the pictures
taken in the field and the data collected in the lab, students create a poster to
be presented during open days (a,), when parents visit the school. This poster
will also be published on the school web site (ag).

This example illustrates three higher social planes.

« Onthe periphery of the class, activities involve actors who do not “belong”
to the class (e.g., students, teachers, assistants), but who nonetheless have

5. Community — a,

6. World——— l :|a8
N

4. Periphery

3. C\ass-' a az |
2. Team—F | a, |i7
1. Incividual——— E—

Figure 1.4 The biology scenario that expands to 6 planes.
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a stable and explicit educational relationship with the class, such as school
actors (the director, other teachers, other classes from the same school or
classes in another school who have a partnership with that class), parents,
and workplace supervisors. If the scenario is based on a computational
environment, these people typically have a log-in to the online platform
used by the class.

+ On the community plane, activities engage temporary actors from the
local community, such as a museum guide or a butcher invited to explain
his profession, or from the broader community, such as an expert in
astronomy who agrees to answer participants’ questions. The “commu-
nity” around a class is the set of people who have occasional interactions
with the class, as they would have with any other class in the community,
but do not have specific ties with that class.

« On the world plane, activities include disseminating information via the
Internet, radio, publications, exhibitions, and forums. On this plane, inter-
actions include feedback on online objects (e.g., “likes” or forum postings),
but there is no intention to build a personal relationship between the class
members and online anonymous actors.

Activities beyond the class circle did not wait for the invention of the
Web, however. They existed many years before; for instance, in the peda-
gogical approach of Célestin Freinet, (1966) which included gardening activ-
ities (periphery plane), inter-school correspondence (community plane), and
printing a school journal (world plane).

The vertical dimension of the model is a set of 6 social planes:
{my, 70y, 703, 7y, T, Mo}
A class is a set of students engaged in the same session of a pedagogical
scenario.

The class of students is denoted by S. It corresponds to r,. A student is
denoted by s.

By integrating different social organizations into a common structure,
orchestration graphs instantiate the didactic ecumenism I preached in the
introduction. I explained that the individual-social dialectic has been central
to educational debate and has led to practices perceived as mutually exclusive.
This war is over: the brain is both a social machine from the software view-
point and an individual device from the hardware viewpoint. Educational sce-
narios should therefore not hesitate to cross the boundaries between planes
on a regular basis.
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It is important to emphasize that a plane does not describe the indi-
vidual cognitive processes, but the social structure of activities—
which tasks are assigned to whom and who is supposed to interact with whom.
During a lecture (r,), students process the teacher’s discourse on their own,
which is an individual cognitive activity, but the main space of interaction is
the class. Conversely, when a learner solves a problem alone, his cognition is
shaped by language, therefore the cognition is partly social, but the plane of
this activity is 7, and not r,. So, the social plane is an orchestration concept; it
describes the organization of learning, not the cognitive processes.

Another important clarification is that a plane does not correspond
to a physical space or to a virtual space. It is true that some spaces are
more appropriate for some activities—a classroom is appropriate for z; and
a library for r,, a forum for 7, versus a shared online document for 7, or
an email for z,. In on-campus courses, the spatial constraints influence the
vertical axis of the graph, that is, the social structure of the scenario. Educa-
tional practices have indeed been fossilized in formats such as a “2-hour lec-
ture + 1-hour exercise,” in which the former occurs in a lecture theatre (ﬂ3)
and the latter in the student’s dorm room (x,). As these room constraints
are often associated with scheduling constraints, they may actually shape
the scenario more than pedagogical considerations. To summarize, in daily
practice, social planes are often associated with physical spaces. But orches-
tration graphs do not encapsulate this constraint. If activities from various
planes could be conducted in the same space, the scenario would be more
flexible (e.g., inserting a 15-minute exercise between two short lectures of
15 minutes).

Finally, I have to acknowledge that the proposed segmentation into 6
planes is a simplification and is arbitrary. First, graphs may adopt a more
intricate social organization, for instance merging groups from two different
classes for special interclass activities. The proposed modeling language sim-
plifies this by associating a learning activity with a single plane. An activity
that stretches over more planes, for instance, a team project in which each
individual has specific subactivities, can be modeled ( ), but it has to be
broken down into multiple activities for the sake of consistency with the rest of
the model. The second simplification is that educational practices vary within
a plane; for instance, although classes of 300 students have to be handled dif-
ferently from classes of 30 students, orchestration graphs do not differentiate
between them. The notion of plane does not correspond to the notion
of scale: 1,000 students may do exercises individually (), while 10 students
may listen a lecture (7).

Nonetheless, this segmentation of the social space into 6 planes, despite
being arbitrary, seems to match a broad range of practices. I have been using
these levels for a decade, and they fitted well with the educational scenarios
that I encountered during that period. The modeling language could probably
be adapted to a different set of planes, as long as they are hierarchized. For the
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clarity of this book, henceforth I will stick to the six planes and, in particular,
to the three lower planes.

Point 3 Topology

Since each activity can be placed horizontally ( ) and vertically ( ),
orchestration graphs are laid out on a two-dimensional space. The horizontal
dimension is time, represented from left to right, and the vertical axis is the
set of social planes.

Each activity a;: (t5;, t%, 7; ) is represented by a rectangle
in the space Time x Plane
The vertical position of the rectangle a; is the plane r; , 7; € { 7,, 75, 703, 7,

T, Mo}
The height of the rectangle is fixed for full classes. Half height will be used
for subclasses ( ).

Horizontally, the left side of the rectangle q; is placed at t5; and the
rectangle length is d;

The simplest example is the graph of a lecture that includes 2 activities: at
m,, the professor speaks for 45 minutes and at 7, when students are invited to
ask questions for the last 5 minutes. In the peer instruction method (Courch
& Mazur, 2001), the lecturer interrupts his lecture (a,) on a regular basis and
presents a multiple-choice question ( ). Each student answers indi-
vidually with a clicker (a,) and then has a few minutes to convince his neigh-
bor (a;). The pair answers again and all answers are collected on the teacher
slides (through an “aggregation” operator—see ). The teacher pro-
vides feedback and additional explanations (a,); for instance, addressing the
misconceptions behind the incorrect answers that he deliberately integrated
into the quizzes. This sequence is repeated several times in a lesson.

Lecture Feedback
Class a, H )— H ’_ }_
| Argue | |
Team ay
Individual % [ [ [

Answer

Figure 1.5 Graph showing the peer instruction method.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

22 ORCHESTRATION GRAPHS
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Figure 1.6 Graph showing problem-based learning.

In problem-based learning ( ), the teacher starts by presenting
a problem to the class (a,); for instance, a medical case. Teams of 8 students
meet and decide what they have to learn (a,) in order to solve the problem.
Each student addresses different aspects of the problem, collects knowledge
(ay) from the library or the web, and reports to the team, which then collec-
tively elaborates a solution with a tutor (a,). Ideally, the solutions feed the
teacher’s next lecture (a;), which will elaborate on what students have learned
while solving the problem.

An xMOOC ( ) is generally a weekly sequence in which students
watch a video and answer quizzes individually. After a few videos, they have to
work on their weekly assignments. The forum maintains an interaction space

Class -| |_

Forum

Team

Video Quiz Video Quiz Video Quiz Assignment

Individual -I H:I-I H:H H:H |—

Figure 1.7 Graph showing a standard xMOOC.

at m, while conducting mostly individual activities at 7,. The forum activity
is represented as being parallel to the main activity, since students may go
back and forth between the forum and other activities. Parallel activities are
described in

Using a MOOC with on-campus students ( ) leads to pedagogical
scenarios that have been labeled “flipped class”: students watch the lecture
(videos) at home and meet the professor for sessions that allow richer interac-
tions. The off-campus individual activities (video watching and quiz answer-
ing), may, for instance, be followed by a practice session® on campus, where

5  Also referred to as ‘recitation session’
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Questions and
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Figure 1.8 Graph of a flipped class based on an xMOOC.

students do their exercises under the supervision of teaching assistants. Later
on, the teacher sets up a debriefing session whose contents are elaborated on
the basis of the most common mistakes found in the assignments, as well as
from the questions asked during the practice sections.

These examples describe standard practices. The goal is, of course, to go
beyond these basic scenarios and to model richer scenarios. I will progres-
sively enrich the modeling language throughout the book in order to represent
richer pedagogical scenarios.

Let me now formalize the definition of an orchestration graph. Formally
denoted by the letter G, a graph is defined by the pair (A4,E) where A is the set
of vertices, in this case activities, and E the set of edges® that connects two
activities:

G = (A,E) where A = {q;} for i= ,nand E = {e | a, a; are the vertices
of e, for i=1, ..., n-1,j=2, ..., nl#:]}
The graph vertices are the learning activities.

The edges that connect two activities represent the pedagogical and
computational dependencies between these activities. The edge between q;
and a;is denoted by e;;.

An activity a; is pedagogically dependent on previous activity a; if a; has a
high probability of bringing the learner to a state that is necessary for q;to
have a high probability of success.

An activity a; is computationally dependent on previous activity a; if q;
generates data that are necessary for conducting a;.

Graphically, an orchestration graph can be represented as in

We will see in that pedagogical dependency actually relates two
states rather than two activities—the state of the learner at the end of a; and
the state of the learner at the end of a;. The graph of activity somehow doubles
as a graph of learner states, one per activity. Let’s keep things simple until
then, though, and consider a simple graph with activities as edges.

6 I will often consider cases where j = i+1.
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Figure 1.9 General structure of an orchestration graph.

If q; is conditional to a;, ;, which is conditional to a;,,, a dependency there-
fore exists between q; and q;,,. The edge between q; and q;,, is, however, not
represented on the graph, because this would clutter the graph. I only rep-
resent edges between successive activities (plus looping edges—see ).
Other dependencies can be inferred from the transitivity of conditions.

An orchestration graph has several properties that will be examined
throughout this book. Graph properties are usually captured by adjectives—an
orchestration graph is a weighted directed geometric graph.

« It is a weighted graph because there is a probability factor associated
with each edge. This weight estimates the dependency between a; and a;.
A weight close to 1 indicates that completing a; leads to a greater chance
of success in a;. A strength value of 0 would mean that it is not useful to
complete g; in order to complete a;. We'll see in how this weight
is calculated. Through experience, a teacher knows that some learning
activities can be shortened or skipped because they are not located on the
critical path to learning. Conversely, for other activities, he knows that,
even though it might take a long time, there is no point in moving to the
next activity as long as students have not completely mastered the current
activity. The edge weight will determine if an activity can be easily skipped
or shortened.

+ Itisadirected graph because edge e;;implies that g, is conducted “before”
a;, as explained in . This “before” relationship will be interpreted as
“completing a; is a condition for beginning a;.”

- Itis a geometric graph because the vertices are associated with a geomet-
ric configuration—a specific position in the space 7 x t. This topology is

further explained below.

If the reader is familiar with graphs, he may directly jump to the next
point. Interpreting a graph consists in giving meaning to the edges between
the graph vertices. I illustrate the role of the graph topology with a variety of
graphs that are not orchestration graphs. The first example graph represents
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a simple ontology. In such a graph, the relationship between vertex V1 and
vertex V2 often means something like “V1 is a subclass of V2.” Hence, in

, the ontology represented is identical in both graphs; what matters is
that V1 is connected to V2, but the relative position and space of V1 and V2 is
irrelevant.

dogs dogs

mammals ‘ mammals

cats

Graph 1 Graph 2

Figure 1.10 Graph with “is-a-subclass-of” links.

In other graphs, for instance, those resulting from social network analysis,
the length of edges may convey a quantitative meaning such as the frequency
of messages between two persons respectively represented by vertices V1 and
V2. In a recommender system, the edge length could be the similarity of the
objects purchased by these two individuals. For instance, in , Graph
3 means that Savita and Dinesh like similar music, while Niel has divergent
musical tastes. Conversely, Graph 4 and Graph 5 mean that Savita’s musical
choices are closer to Néel’s. In these graphs, the relative position of objects
conveys information. Therefore, Graphs 4 and 5 are equivalent as the dis-
tances are identical, with the absolute position of vertices being meaningless.

Finally, in other graphs ( ), including orchestration graphs,
the absolute position of vertices conveys information. For instance, the rel-
ative distance between key European capitals is identical in the symmetrical
Graphs 6 and 7, but the former better represents the geographical reality of
Europe. It does not mean that Graph 6 is correct and Graph 7 is incorrect.
Both constitute a form of data visualization that is to be interpreted based on
the semantics of its constituents, namely the existence of edges, their direc-
tion, their length (hence the relative position of the vertices), and the absolute
position of vertices. In fact, any grammar rule for visualization can be inverted
to convey another meaning. In , Graph 8 illustrates an interesting

Graph 3

Graph 4

Graph 5

Figure 1.11 Graphs where distance represents quantitative relationships.
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Berlin

Graph 8

Figure 1.12 Graphs where absolute and relative positions matter.

visualization, by breaking the geographical mapping rule. It plays with the
contrast between geographical locations and distances; if the length of edges
in Graph 8 is inversely proportional to the number of bilateral visits among
the 3 governments, this graph would nicely visualize what was called the “Ger-
man-French couple” in the development of European Union policies.

This short detour aims to clarify that orchestration graphs have a specific
geometry, in which the relative horizontal position indicates the time ordering
and the absolute vertical position indicates the social structure of activities.
There is a North and a South, an East and a West, a below and a between,
a long and a short, and so on. Orchestration graphs are hence described as
geometric graphs. An orchestration graph has a visual signature, a kind of
gestalt. For instance, a glance at tells the reader that the scenario
modeled in Graph 9 has been flipped for Graph 10—this is the famous flipped
classroom often referred to in describing the use of MOOCs with on-campus
students. The comparison between Graphs 10 and 11, if they have the same
horizontal scale (i.e., the same time unit) intuitively reveals a difference in the
level of integration between learning activities.

cos] ] P
Team : —{ H | H ‘ H ‘ r—
Individualg‘ F { >7 _D_D_H

Graph 9 Graph 10 Graph 11

Figure 1.13 A gestalt reading of orchestration graphs.
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Point 4 Activities

While points 1 to 3 of this chapter described the structure of orchestration
graphs, points 4 to 6 will describe the elements placed on that structure.

The vertices or the nodes of orchestration graphs, that is, the atoms of
the scenario, are learning activities. So far, I have used “learning activity” in
its everyday meaning,” which is to perform a task such as listening to a lec-
ture, watching a video, calculating a sum, or writing a summary. An activity
describes what students are supposed to do, according to the scenario design,
for instance: “The students have to calculate the standard deviation of the
data set collected in the previous activity and enter the value into the tool.”
This being a broad definition, I have refined it to the following five elements:

e An activity can last 2 seconds or 2 months. Is “Writing a summary” a sin-
gle activity or should it be decomposed into subactivities such as “Read
the text,” “Identify key ideas,” and “Order key ideas”? One way to answer
this question is to define levels of granularity; for example, activity, sub-
activity, task, subtask, and action. However, any activity can be further
decomposed into subactivities, recursively down to neuronal activation.
The question therefore is: how far should an activity be decomposed in the
modeling of a pedagogical scenario? What is worth modeling? Given the
nature of orchestration graphs, it is not worth decomposing a task further
if the teacher will not orchestrate its subtasks. For instance, if the activity is
to write a summary, without any intervention regarding how the students
formulate their summary, it can be modeled as a single activity. If, how-
ever, the teacher aims to separate it into two subactivities—the phase of
extracting ideas from the text and the phase of arranging them into a new
text—then it should be modeled as two activities.

« The way a specific student actually performs the activity (e.g., the values
he introduced, the time taken, or the number of trials) is not included in
the term “activity,” but will be referred to as his behavior. Nor are the cog-
nitive processes engaged by the learner to perform the predefined activity
included in the concept of “activity.” The term “learner activity” describes
what students are asked to do. I could call it the “prescribed activity.”

« Some activities performed by learners cannot strictly be qualified as “learn-
ing activities”; that is, students are not exactly learning anything, but they
have to perform an activity required for continuing the learning scenario.
This could be finding 2 peers to form a team, installing a piece of software
on their computer, or passing a prerequisite test. Since these activities
cannot be neglected from the viewpoint of orchestration, I have chosen to
represent them explicitly in the graphs, in the same way as any learning

7 Ido not refer to the way this term is used in “activity theory.”
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activity. The term “learning activity” can therefore be considered as synon-
ymous with “learner activity.”

Orchestration graphs describe the activities of the learners and not the
activities of the teachers. This may sound like a contradiction to my focus
on orchestration, but it is somehow similar to a musical score that describes
what musicians have to play, but nonetheless determines what the conduc-
tor has to do. Teacher activities do somehow mirror the learners’ activities
and could be represented as another dimension (Prieto et al., 2011). This
would however make the graph representation more complex, while I am
trying to keep it simple.

Some activities are more important than others. As we’ll see in

certain activities are only there to prepare for a later activity or to further
exploit what learners have done in a previous activity. In a pedagogical
scenario, there are often one or a few activities that constitute the key ele-
ment(s) of the scenario—its cornerstone or pivot point. The importance
of such an activity will be expressed by the weight of the edges that con-
nects the two activities ( ). In graph representations, this importance
could be expressed by any graphical mark such as a thicker box line or a
different color,® as illustrated in

Debrief

Intro

Distribute Solve

Team D —

| I

Collect knowledge

Figure 1.14 The same PBL graph as in , with a visual marker for the cornerstone activ-
ity “team problem solving.”

Since activities are the core elements of orchestration graphs, I will now

describe them in detail. Such a formal description may again seem useless at
this stage, but it includes eight parameters whose usefulness will appear in the
following chapters.

V=A{a;} | a;: t*, t%, w, object, product, {c}, traces, {metadata} ‘

8

I will leave the choice of a graphical grammar for implementation time.
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The first three parameters, t°, t¢, and =, have already been described, so I
will now describe the five other parameters.

Object(s): The object is the input to the activity—what students receive
as part of their instructions and have to process during the activity. I denote
objects by square brackets, as in the following examples: “Watch video [v35.
avi],” “Invent 5 sentences that includes the structure [despite of],” and “Cal-
culate the standard deviation from the data in [file.ex32.txt].” The object can
be generated by an operator; for example, “Compare the air pressure of [X]
and [Y],” where the system selects locations X and Y'in real time as two points
on the planet that have the same altitude, but different weather conditions. An
activity can have several objects as an input.

Product(s): Some learning activities produce a result, an answer, or
a solution—the output of the activity. The term “product” does not refer to
the cognitive traces left by the activity (i.e., the learning effects), but to the
answer or solution. An activity such as “Memorize these 5 city names” has
no product, since there is no response or solution to be produced. In comput-
er-based education, as well as in classrooms, the products of activities are not
just volatile objects for evaluating an activity. They become persistent (data)
objects that can be stored and sometimes reused in activities that occur later
in the graph. The pedagogical exploitation of the “emerging objects,” as Ulrich
Hoppe called them (Wichmann et al., 2010), is a distinctive feature of modern
learning technologies.

Competencies {ci}: Some learning activities target specific competen-
cies, sometimes a single one, and often several ones. Some of them are just
logistical activities and are not related to any skill. This parameter is devel-
oped in

Traces: Some activities such as reading a document do not generate a
product, as defined earlier, but do nonetheless leave traces of the learner’s
activity; for example, navigation acts during a video (the sequence of clicks on
the “pause,” “play,” or “forward” buttons), the number of zoom in/out actions
while reading a map, or the gaze patterns of learners recorded with an eye
tracker. Keeping track of traces is an added value of digital tools in educa-
tion—it allows teachers to have a closer look at what is happening to learners.
Let me emphasize how these learning technologies have evolved—they have
developed from analyzing only activity products (the answers) to processing
the many tiny digital footprints left while producing the answers. The same
evolution (basically from deductive to inductive science) characterizes many
disciplines and is now influencing education.

Metadata: In digital documents, metadata refer to information pieces—
mostly keywords—that describe the file: who created it, in which language,
with which tool, and so on. In orchestration graphs, metadata document the
activities. The simplest example is to give a name to an activity, such as, “Pre-
senting Kolmogorov-Smirnouv” or “Part II: Causal Adverbs.” Other metadata
can indicate the copyright status of a document, its time validity, its level of
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difficulty, or the target audience. The function of educational metadata is to
provide teachers/systems with information useful for deciding if an educational
resource (e.g., a document or an activity) is relevant for the learning goals of
the scenario to be designed, and if it is, how it can be exploited. In orchestration
graphs, metadata should also include the design rationale of the activity,
that is, a few lines of text that explain why an activity has been created, refer-
ring to intrinsic or extrinsic constraints that justify design choices ( ).
If the teacher who is conducting the pedagogical scenario is not its author, he
will need this information for deciding which modifications he can carry out on
the scenario. Metadata are the key elements in sharing educational resources
among teachers, or for allowing learners to identify the resources they need.
Educational metadata have been the object of attention for two decades. Some
standards have been developed in the learning technologies community for
effectively sharing educational resources through repositories of “open edu-
cational resources” (OER). Allow me a short parenthesis about OERs.

The idea of OER is close to the MOOC idea, but with a lower grain size;
what is shared is a set of examples, questions, or exercises, rather than
courses. OER repositories are actually more “open” than MOOCs, in the
sense of “open source” (everyone may contribute). Intensive and clever
work has been done on these standards; we should not reinvent the wheel
and reuse them to enrich the description of activities. Unfortunately,
OERs haven't reached a very large audience so far. Several factors may
explain this low development of OERs. Giving access to one’s own teach-
ing material is feasible. Even if the complexity of some metadata schemes
can be a black hole for teachers’ energy, there are ways to automatically
extract some of the metadata. Indeed, the difficulty is less in letting others
use one’s material than reusing the material developed by others. Bor-
rowing educational material requires trust and the ability to address the
contents in the same way the resource creator saw them, with the same
level of granularity, the same approach, and maybe the same scientific
notation. The work on educational metadata has perhaps come too early
in the development of learning technologies. The current rise of online
education could lead to its renaissance.

The activity parameters relate the activity descriptions to various areas of
learning technologies—metadata connect activities with repositories on educa-
tional resources, traces connect activities with learning analytics ( ),
while objects, products, and competencies will be explained hereafter in rela-
tion to mastery learning. Describing a learning activity in terms of input and
output sounds a bit like good old cybernetics. I don’t do it because of a sense of
nostalgia, but for the two following reasons. First, the structure of data before
and after an activity is an essential element of workflow, which in turn is the
backbone of orchestration graphs (see ). We'll see that the same
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activity a; may trigger different cognitive processes depending on the way data
have been processed before a;; for instance, finding a solution to a, could either
lead to consensus or conflict, depending on whether team members received
the same or conflicting evidence. The second reason for specifying the input
and output of an activity is in order to elaborate a description of activities that
is precise enough to situate an activity into existing classifications of cognitive
activities. For instance, if the object is a concept definition and the product is a
classified instance, the cognitive process is deductive. Conversely, if the object
is a set of examples and the product is the concept definition, the activity is
inductive. Bloom et al. (1956) and Guilford (1965) have developed domain-in-
dependent classifications of mental operations. D’Hainaut (1985) defined 6
categories of cognitive activities based on the relationship between the object
and the product. These taxonomies are more than theoretical instruments;
they play a key role in instructional design—it is “hygienic” to analyze the
level of the designed activities within a taxonomy. By distinguishing between
low-level and high-level activities, cognitive taxonomies reduce the risk of a
disease that is endemic to education—low-level activities, especially repro-
duction/memory tasks and simple application tasks, being overrepresented in
educational practices (probably because they are easier to design and evaluate
than higher-level activities).

These taxonomies originate from an effort to make instructional design
more rational, and more effective overall. The activity parameters connect
orchestration graphs with an educational theory developed in the 1960s
under the name “mastery learning” (Bloom and Carroll, 1971). This theory
is not so popular anymore, maybe due to its behaviorist roots or to its exag-
gerated fragmentation of learning activities into small steps. It would, how-
ever, be a mistake for today’s learning technologies to neglect a theory that has
developed highly effective methods. This effectiveness is principally related
to a close control of individual progression—checking that each step has been
mastered before moving to the next one. In this theory, pedagogical scenarios
are enriched with 4 types of tests—they are not, properly speaking, “learning
activities,” but “learner activities.”

« Atthe very beginning of a graph, a prerequisite test verifies if the learner
possesses the skills necessary to succeed in the graph activities with rea-
sonable probability. What can be negatively perceived as an entry filter is
actually respectful of the learner’s time; it would be a wasted effort to let
someone invest hours in a pedagogical scenario if he is certain to fail.

« At the beginning, a pretest also verifies if, by any chance, the learner
already possesses some of the skills he is supposed to acquire in the graph.
This increases efficiency—namely, minimizes learning time—by allow-
ing the learner to skip parts of the graph that correspond to the skills he
already masters. Moreover, this is useful for calculating the learning gain,
which establishes how much knowledge the learner gained between the
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pretest and the post-test. Additionally, it allows the use of the pretest as a
covariate when analyzing post-test scores.

« In mastery learning, a graph is often structured into modules, with a mod-
ule being simply a segment of the graph. In this case, intermediate tests
measure the skills after each module. They serve both as a post-test for that
module and as a test of prerequisites for the next module (if there is a pre-
requisite relationship between them). It does not have to look like a test; it
can simply be one of the activities of the graph.

« Attheend of a graph, a post-test or final assessment verifies if the learner
has acquired the skills he was supposed to acquire. This is the exam.
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Figure 1.15 Tests shown in the graph (top) and testing strategies (bottom). After the prereq-
uisite test (a,), learners may get a specific remediation activities test (a, , or a,,) and then take
the test again. After the pretest, they may skip some activities. In the strategy graph, red dots are
items that the student failed.
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One could wonder when students learn, if they spend most of their time
sitting tests. Fortunately, adaptive testing strategies reduce the time spent in
testing. They are illustrated in . In a prerequisite test, the learner
is supposed to have already acquired the measured skills. Therefore, complex
items are tested first; if the learner succeeds, the test may stop, but if he fails,
subskills have to be tested, recursively through the map of skills ( ).
Conversely, the pretest measures skills that the learner is not supposed to
have, since he joined in order to learn them. Therefore, basic skills are meas-
ured first. If the learner does not master skill X, there is no point in testing
skill Y; if X is a prerequisite of Y. If there is no hypothesis about the student’s
level, the optimal testing strategy follows a sorting algorithm: first select an
item in the middle of the difficulty scale; if he succeeds/fails, select an item at
the middle of the upper/lower half of the scale; and so forth.

Point 5 Edges

In orchestration graphs, activities are connected by links or edges. An edge
between two activities represents a double dependency between these two
activities.

« The conditional dependency between two activities is a measure of how
much the former is a condition for the latter. If the learner failed an activ-
ity, does he have a chance of succeeding at the next one? If time is too
short, can an activity be skipped without endangering the whole scenario?
The set of conditional dependencies between activities constitutes a proba-
bility network and is the core of the stochastic approach that will be devel-
oped in . This dependency will be modeled as a transition matrix

( ).

« The data dependency between two activities describes how data are trans-
ferred between them. For instance, in a peer-critiquing scenario, a student
writes a text (a,) that another student comments on (a,), and then the orig-
inal author revises his text (a,). To operate this scenario, the product of
a; (the text) becomes the object of a,, and the product of a, (comments)
becomes the object of a,. The transformation of data between activities
constitutes a workflow, described in as a sequence of operators.
Workflows enable a scaling up of learning activities, since they automat-
ically perform the manipulations that a teacher would have performed
manually.

Two activities can be pedagogically dependent without being functionally
dependent, for instance, if learners acquire a skill that is a prerequisite for
the next activity, but there is no data transfer between these two activities.
Inversely, if the first activity involves entering the references of the location
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where students will collect soil measurements, these data are necessary for
running the next activity (producing a map with all measurements), but not
cognitively required for reading the map. These two dependencies are con-
ceptually so different that I could actually represent them as double edges,
but the graphs would then become unreadable. Instead, these two dependen-
cies are stored as different parameters associated with an edge, as explained
hereafter. Allow me to stress this duality, which could be confusing for the
reader; a graph is a structure that plays two different, but complementary,
functions— an operational function as a workflow and a descriptive function
as a stochastic model. The superposition of these two functions is essential for
the remainder of this book.

The edges have a further, third function; in some cases, an activity can
connect to two subsequent activities, and the decision criteria to branch to one
or the other is also stored in the edge, as control structures ( ). These 3
functions of edges are summarized in

An edge is defined by its 2 connected Vertlces plus the 5 parameters
described below. I will outline all 5 parameters now, despite the fact that some
of them will only become relevant in later points.

We define the set of edges as E = { ¢; it where ejisa tuple (q;, a , {opera-
tors}, {controls}, label, weight, elast1c1ty)

Operators: The parameter {operators} is a set of operators that describes
the data dependencies—how data structures generated by learners when per-
forming a; are transformed into data structures necessary for conducting a;.
In the previous peer-critiquing example, the operator stores all texts written
in a, and distributes them to students in a,. Simply stated, an operator is a
little piece of software that stores and processes data. Another example is a
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Figure 1.16 A zoom into the edges of an orchestration graph.
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scenario in which the learner who finds a solution to activity a, is then asked to
collaborate in a, with a student who did not find the same solution in a,
presents a variety of operators and explains how they form a workflow.

Controls: The parameter {controls} allows richer graph structures, with
loops and forks. These controls are described in . If an edge ends with
several possible activities, these controls decide which activity will be selected
next. Edges with multiple ends a;, q, ... will be modeled in a slightly different
way.

In that case E = { e;;} contains tuples ejj of the form (a;, {a;, aj,...}, {opera-
tors}, {controls}, label, weight, elasticity).

The next 3 parameters (label, weight, and elasticity) define the conditional
dependencies between two activities. Edges connect consecutive activities
(j=i+1), but conditions are transitive; if a; is a condition for a;and g;for ay, the
edges e;; and e;, implicitly contain e;;.. As mentioned earlier, I do not represent
e;;, which keeps the graph readable.

Label: The label defines the pedagogical relationship between two activ-
ities. Why is activity a; a condition to run activity a;: is it a prerequisite, a
motivation trick, or an illustration? The edges encapsulate the key pedagog-
ical ideas behind the pedagogical scenarios. I will therefore devote the next
chapter to these labels.

Weight: The weight of edge e;; is denoted by w;; and expresses the impor-
tance of the conditional relationship between a; and a;, that is, how much a
student’s performance in a; will determine his performance in a;. Two activi-
ties related by a heavy weight edge are strongly interdependent. One example
of strong dependency is when g; is a cognitive prerequisite to a;, that is, if the
learner cannot learn the contents of a; without having acquired the contents
of a;. Another example is the previously mentioned peer-critiquing scenario;
a, cannot be conducted without a, since the learner cannot comment on a
text that has not been written. Edges with a low weight correspond to oppo-
site cases, where q; can be “nice to have,” but not strictly necessary for a;. For
instance, activity a, is sometimes introduced to motivate students to do a, by
showing them how the skills to be acquired in a, are useful in real-world prob-
lems. If a, has to be skipped, the chances that students are interested in a, will
be lowered, but not reduced to nil; a, can still be conducted with reasonable
chances of success. Another example is if a, presents the demonstration of
a statistical theorem; understanding the demonstration is great for shaping
students’ minds, but not strictly necessary for applying statistical methods.
The weight of edges influences the flexibility of a graph: if it is necessary to
skip a;, for instance due to time pressure, it will be less detrimental to do so if
wj; is low.

The weight of an edge could be represented on the graph by the thick-
ness of the line that connects two activities, by a color intensity scale, or by a
numerical value displayed next to the edge. I will leave this detail to the future
implementation of this modelling language into a platform.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

36 ORCHESTRATION GRAPHS

Let’s consider a problem-solving activity in which the solution is either
correct or incorrect. The weight can then be expressed in Bayesian terms as
the probability of succeeding g; relies on the condition of having succeeded a;.

w; = p (Aj| A;) where A; is the event in which “the learner found the
correct solution to a;”

In many cases, however, the result of an activity is more subtle than sim-
ply “correct/incorrect.” If it is a metric value, for example, a score between 0
and 20, then a correlation coefficient could be used, even though the relation
between the success at two activities may not be linear. In other cases, the
result of an activity will be a set of discrete states. In this case, the probability
will not be a single value, but a probability matrix that represents the transi-
tion between each possible state at the end of a; and at the end of a; We will
see in how the information contained in such a transition matrix
can be summarized by a single numerical value, which will be used as the edge
weight.

Elasticity: The effect of q; on g; often fades out with time (e.g., as the lag
between two activities increases); learners might forget what they learned in
a previous activity, and the motivation created at the beginning of a lesson by
presenting an interesting application example does not last forever. In other
words, the weight between two edges can be strong if lag is short, but may
decrease as lag increases. Therefore, I use the metaphor of elasticity, in its
everyday meaning. If we stretch a rubber band, it will lose thickness, and if
one continues stretching, it will eventually break. Similarly, the conditional
relationship between two activities will decrease as the time lag between them
increases. This concept is refined in

The elasticity of an edge e;; is a function that defines how w;; decreases as
the time lag [;; increases.

Point 6 Skills and competencies

The goal of a teacher who designs a pedagogical scenario is that students
acquire knowledge, competencies, or skills. These target skills are called peda-
gogical goals, objective outcomes, or learning outcomes. One often dissociates
the contents or knowledge to be acquired (e.g., “What is the definition of the
‘variance of a distribution”), from the skills (e.g., being able to calculate the
variance), and from competencies (e.g., being able to argue with data-based
arguments). The latter are also called “transversal skills,” as they apply across
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domains.9 D’Hainaut (1983) dissociated the ends of an educational system
(e.g., to train civil engineers), the intermediate goals (e.g., to estimate risks),
and the course-specific objectives (e.g., to combine uncertainty measures
along 3 dimensions of a oil reservoir). I will not enter into the terminological
details concerning the differences between all the terms used in the last sen-
tences for describing the same lexical field, not because these differences are
not important, but because this debate conceals the message contained within.
Please allow me a detour to defend a teleological approach to education.

When a civil engineer has to build a bridge, he does not first decide that
the bridge will have four arches because he and his father have always built
bridges with four arches. He first analyzes the situation in terms of who is
going from where to where. However, in contrast, we do instead tend to teach
the way we have been taught. A rational approach to education—which this
book argues for—starts from the endpoint: what should students be able to do
at the end of their course? It does not really matter if “What the students are
able to do” is called a skill, a competency, a learning outcome, or a pedagogical
objective. It does not really matter if the learning outcomes are formulated
according to a specific syntax. The point is that a pedagogical scenario is built
in reverse. Defining the final skills is not a pointless pedagogical sophistica-
tion or a bureaucratic chore. It is about designing education with an engineer-
ing mind.

Let’s define C as the set of content knowledge, skills, and competencies to
be acquired. Even if this is only presented as the 6" point in this book, the first
step in instructional engineering is to define C. The second step is to analyze
C, that is, to determine the components of C. In general, Cis divided into a set
of skills {c,, ¢,, ..., ¢;,,}- The number of skills, m, may differ from the number of
activities in the graph. Once C as been decomposed, different subsets of {c;}
are associated with different activities. illustrates two methods for
task decomposition: for procedural skills, C is broken down into an algorithm
(on the left), while declarative knowledge is instead depicted as a graph of
concepts or a semantic network (on the right).

The decomposition of C raises the same issue as the definition of activities;
at what point should we stop decomposing C, that is, consider the subskills in
¢ as an atom? The designer may stop decomposition in the following cases:

e If ¢, can be considered as a prerequisite for the average student. This
should be verified at course entry (see the prerequisite test, ).

« Ifc;is a cognitive black box, that is, if it cannot be decomposed into mean-
ingful subactivities. This is the case for “Capital (Belgium) = Brussels” or
for “4x 5=20.

9  But they are often not entirely domain-independent, as revealed by theories of situated
cognition.
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In a right triangle, the square of the hypotenuse is the sum
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Figure 1.17 Left: A “mathetic analysis” (D’Hainaut, 1983) draws the algorithm of the activ-
ity, that is, given the input presented to the learner, what are the points he must perform in
order to calculate the expected output. Each element may be decomposed into sub-elements.
Red elements are prerequisites and therefore not further decomposed. Right: A semantic analysis
(D’Hainaut, 1983) consists in building a semantic network. Red elements are prerequisites and
therefore not further decomposed.

If ¢, is a didactic black box, that is, if there is no intervention in the learners
activity during c;. For instance, if a graph includes an argumentation task,
two models are possible. If the designer defines argumentation roles (Wein-
berger et al., 2007), one learner proposing claims to be refuted by his peer,
these roles should be modeled explicitly as subactivities (see ). Con-
versely, if argumentation is free, it should be modeled as a single activity in
the graph. This won’t prevent the teacher from regulating it. A MOOC video
is therefore considered as a single activity, even if it covers several topics.

If an activity related to c; does not provide analytics. For instance, if stu-
dents have to write an essay, should the grammatical subskills be mod-
eled? If students upload a document in which most grammatical mistakes
have been automatically corrected, grammatical skills won’t be measura-
ble. If they use specific text-entry software that records all edits, they could
be modeled.

In behaviorist pedagogy, there is direct mapping between {c;}, a set of sub-

skills, and {a;}, a set of graph activities—a, is associated with c,, a, with c,, a,
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with ¢,, and so on. There can also be incremental mapping: a, is associated
with ¢,, a, with ¢,+¢,, a5 with ¢,+c,+c;, and so on. However, this is not a gen-
eral rule in instructional design—any kind of mapping is possible. Moreover,
an orchestration graph may include activities that do not target specific skills
such as motivation and logistical activities, as well as activities that target mul-
tiple skills. In other words, activity graphs and skills graphs are connected, but
they are not isomorphic.©

Figure 1.18 Enriching online education with physical interactions.

Example 1 (top left): A tangible interface for a tangible simulation—apprentices place small plas-
tic shelves on the table, and the augmented reality system overlays the warehouse activity, such
as forklift movements (Zufferey et al., 2009).

Example 2 (top right): A tangible interface for carpenters—apprentices develop spatial reasoning
skills by moving wooden blocks, and the augmented reality system overlays their three orthogonal
projections (Cuendet et al., 2013).

Example 3 (bottom left): Haptic saw—apprentices have to cut a virtual piece of wood on a com-
puter, with the same force feedback as with a real saw, but completed with digital feedback on the
saw movements (Akshay et al., 2013).

Example 4 (bottom right): Microcontroller toolkit—in this MOOC°, the assignment consists of
physically assembling a microcontroller. The assignment is evaluated by connecting the micro-
controller to a computer. This toolkit is sold for 20 Swiss francs.

10" https://www.coursera.org/course/microcontroleurs
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When talking specifically about MOOCs, there is a fear that some skills
cannot be taught via MOOCs, because they cannot be assessed online.

+ The first limitation concerns high-order thinking skills. Universities are not
only expected to teach concepts, laws, and procedures, but also high-order
skills, such as critical thinking, rigorous reasoning, creativity, collabora-
tion, information retrieval, and project management. The evaluation of
these skills seems a priori not to be compatible with multiple-choice ques-
tionnaires and only partly compatible with peer grading. It requires rather
ill-defined, open, multi-steps tasks that are not easy to evaluate on a large
scale. This is a concern that needs to be taken into consideration if MOOCs
are to be used for entire curricula. One solution is to ask participants, after
completing 3 or 4 MOOCs, to elaborate a capstone project, that is, a project
that integrates the skills acquired in each MOOC, but new ways of follow-
ing large numbers of projects nevertheless have to be invented.

+ The second limitation in regards to the range of skills comes from the
interface between the learner and the digital environment; beyond the
keyboard, mouse, or touch surface, do MOOCs allow for the teaching of
physical skills, such as professional gestures? In actual fact, the develop-
ment of tangible interfaces, augmented reality, and haptic devices extends
the capacity of online education to include physical skills, as illustrated by
the examples in

Point 7 Control structures

Up to now, the presented graphs have been restricted to a linear sequence of
activities. Two more structures are necessary to broaden the range of ped-
agogical scenarios that can be described with orchestration graphs—loops
and conditions. It is, of course, possible to add other structures such as func-
tional calls, that is, embedding subgraphs within graphs. However, as often
mentioned, I strive to keep orchestration graphs simple. My experience is
that sophisticated scenarios are hard to orchestrate for teachers. In addition,
learners also suffer from intricate scenarios, since they also have to learn what
to do, when to do it, and how to do it. This was evident to us when we tested
a scenario where the complexity of the graph absorbed most of the attention
and energy that the learners should normally devote to learning, and teach-
ers to teaching (Berger et al., 2001). In summary, I have kept this modeling
language simple, but, by adding loops and conditions, it becomes possible to
model richer graphs.

Control structures are associated with edges in order to separate activities,
as independent software components, from the control structures, as other
independent software components (namely a set of “if-then” conditions).
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Branching: A key decision to be taken when a graph is executed is “What
to do next?” A branching operator implements the choice between two or more
activities. In , after a short lecture (a,) that reminds students of the
theory, the teacher asks them to solve exercises (a,). The branching condi-
tion will be based on their score in a.,; if the class is working fine globally, the
teacher will resume the lecture (a,), but if the test results were not sufficient,
the teacher will propose more exercises (a,).

Lecture Lecture

Branching(
Team

Indrvrdua/—‘ a H a, }—

Test Exercises

Figure 1.19 A branching structure.

Who actually makes branching decisions? If the decision criteria are able
to be calculated, the system can decide; if a more global grasp of the context is
required, the teacher can decide; the teacher can also make decisions based on
analytics generated by the system, and finally, learners themselves can make
decisions. The ratio between the number of decisions made by the system/
teacher and the number of decisions made by learners is called the “balance
of control.” Along with the individual-social pendulum (see Introduction), the
notion of balance of control has generated a passionate debate in learning
technologies. Early computer-assisted instruction systems gave low control to
learners, while educational microworlds such as LOGO gave them full control.
In a nutshell, the former were relatively boring and the latter rather ineffec-
tive. This generated a strong argument between, respectively, the quest for
effectiveness and the goal of developing user autonomy. The same difference
exists today between xMOOCs and cMOOCs; the graph is rather rigid in the
former, while full control is left to learners in the latter. One would expect
mixed control, where both the system and the learners share decisions, to be
optimal. This optimum is, however, rather difficult to implement, as learners
must have the freedom to chose their activities, and the system must be able
to monitor their uncontrolled activity in order to make relevant suggestions.

Looping: Some sub-sequences of the graph sometimes have to be repeated
several times. They constitute a loop, defined by three arguments: when does
it start and end,and how many times is it repeated (e.g., “5” or “Until time is
over”). In some cases, certain activities are only executed on some iterations
(e.g., the first time, the last time).
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Figure 1.20 The peer instruction graph (top) from is presented as a long sequence and

is then modeled as a simple loop—question-answer-argue-feedback (bottom).

Point 8 Parallelism

In a graph, parallel activities are activities that occupy the same time slice of
the lesson,™ on the same plane or on different planes. These parallel activities
can be independent from each other or interdependent. Activities are inde-
pendent if they satisfy two criteria. First, each learner participates in only one
activity at the same time. Second, the actions of learners in one activity do
not influence the actions of other learners in other activities.!? In other cases
(which will be illustrated hereafter), the activities are called interdependent.

I will firstly describe independent activities. Typically, they are conducted
when the class is partitioned into subclasses, often 2 to 4. The subclasses form
a partition of the class in the mathematical sense of the word “partition”; each
student belongs to one and only one subclasss. A subclass is different from a
team; teams (7,) have to achieve a task together, while in a subclass, students
might all do individual exercises without interacting with each other (r,), or
they might do different types of team projects (1,), or they might attend dif-
ferent lectures (7).

One reason for creating subclasses is logistical constraints ( ),
for instance, the need to reduce the number of students per activity. This is

1 T use the term “parallel” rather than “synchronous” to avoid confusion with synchronous
communication tools used in online education.

12 Tf, for example, each team within the class conducted an urbanism study where they analyze
the same concepts but for a different city, I would model all their projects as a single activity,
because even if the object varies, the activity is the same.
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typically due to physical constraints, such as the room size or the number
of devices. This occurs in science labs, where the number of devices often
defines the subclass size ( ). Logistical constraints also apply to
online education, for instance, when there is limited access to resources such
as remotely controlled experiments, a time-consuming automatic grader, or
human coaching.

Lecture
Class a

h
\ Social operator
\

) Lab experiments in teams

Team ———y 3 H 3 }

=zl

/ndividua/—‘1 a [l a3 ¥

Individual exercises

Figure 1.21 Parallel activities for logistical reasons. After the lecture, the class is split into 2
subclasses. While one subclass does lab activities (a,), another subclass does individual exercises
(a;), and then they switch. I represent subclasses with thinner rectangles to give a visual impres-
sion that they hold fewer students than the whole class. The red circle represents the social oper-
ator used to split the class into 2 subclasses (see Point 16).

A second reason for splitting a class into smaller subclasses is the manage-
ment of verbal interactions; it is difficult to manage seminars, case studies, or
language games with more than 25 students.

A third reason for parallelism is in order to operate adaptive instruction
( ), that is, to differentiate the activities assigned to different sub-
classes.’3 A subclass gathers students who have some characteristics in com-

Conversation

Class 12 |
/ v
/ \
’ \ !
ial K4 \ "
Social operator / \
\
Team A 1y
FakY "
/ AN [Y
/ \ i\
Test / N [
4 N [\,
Individual e = ]
Exercises

Figure 1.22 Parallel independent activities for subclasses with different levels. The graph illus-
trates a German lesson. All students start with exercises on sentence construction (a,), which
are automatically graded. In the edge e, ,, the social operator forms two subclasses, based on a,
scores. Then, the best students participate in dialogue activities with the teacher (a,) while the
others continue individual exercises (a,). It is easier for the teacher to manage dialogue among
students who have a homogenous level of dialogue skills in German. After a break, the groups
switch activities.

13 These homogenous subclasses are often named “level group”; I do not use this name since it

would lead to confusion with group/team activities (7,).
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mon; for example, “Those who failed the pretest,” “Those who had never
studied biology before,” and “Native speakers.” To form subclasses based on
student similarities or differences, a graph applies social operators, described
in . The basic idea behind subclasses is to reduce class heterogene-
ity; each subclass is less heterogeneous than the main class.

These ways of orchestrating class activities illustrate a first type of par-
allelism—namely between activities conducted by different students inde-
pendently from each other. A second type of parallelism occurs between
activities that are not independent, that is, they remain coupled despite the
fact they occur at different planes. They create dependencies between these
planes. A common example of interdependent activities is when students are
assigned different roles for a team activity; roles differentiate the activity of
each individual (7,) within the team effort to achieve the task (z,). In pro-
ject-based learning, a team is often structured around several roles, such as
leader, notes taker, timekeeper, information seeker, and summarizer. Roles
can even be used within pairs, for instance, when one learner is presenting
a claim and the second one is critiquing it. Roles can be domain-specific, as
in the example represented in . In a lesson on earthquakes, my
colleague A. Parriaux (2009) introduced the problem (a,): “How to avoid a
major earthquake in San Francisco? In Denver, the city injects water in the
fault. This increase of fluidity facilitates the friction between tectonic plates,
which creates tiny earthquakes. These small earthquakes reduce the tectonic
tensions, which could prevent a main earthquake. Should San Francisco do
the same?” Each team comprises 4 roles: the mayor of San Francisco (a,,), a
seismology expert (a,), a security officer (a,.), and an insurance agent (a,g)-
These four roles are represented as individual activities. After a while, stu-
dents are redistributed into “expert groups”; those playing the mayor’s role
discuss their views with the mayors of other teams (a4, ), and so forth. In fact,
the sequence a,—ag is repeated several times. Finally, teams make their deci-
sions (a,), which are then aggregated by the teacher (a;).

Intro Debriefing
{; Expert groups E
) Task groups 33,

a2 R
Decision

Roles

<
<

Figure 1.23 Role-based activities structure teamwork—a scenario in geology.
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To implement interdependent activities, roles can be set up in 3 ways.

« Roles can be defined by the instructions given to students, such as “Your
role is to regulate the participation of all team members,” “Your role is to
verify the data produced by other team members,” or “You will partici-
pate in this debate as if you were the president of an extreme-right party.”
Some pedagogical scenarios include a role-training activity in which learn-
ers practice their role and get feedback on how well they played their role.

+ Roles can be enforced by the interface. In online education, the interface
can be designed in such a way that a learner playing a role only has access
to the subset of the functionalities that is specific to his role. In physical
classrooms, when several learners sit in front of one computer, roles can
be implemented by multi-mice interfaces; each mouse can only access the
interface elements that correspond to its role (Infante et al., 2009).

+ Roles can be induced by a distribution operator (see ); the oper-
ator purposely provides different pieces of information to different team
members, which will lead them to contribute differently to teamwork. For
instance, the learner playing the role of the geology expert in the above
example will receive geology maps, while the one playing an insurance
agent will receive a set of cases where an insurance company has to pay for
a natural disaster.

The idea of roles is not necessarily related to the notion of role-play, even
though the engagement that a role-play activity may produce is not negligi-
ble. Actually, in collaborative learning, roles are mainly designed for reducing
collaboration pitfalls such as social loafing (one team member lets the other
ones do all the work), (see ). There is evidence that roles enhance col-
laborative learning (Schellens & al., 2005). In other approaches (Weinberger,
REF), students are expected to internalize the roles they play; playing the role
of “provide counter-evidence” would lead students to acquire richer argumen-
tation skills.

These roles implement dependencies between m;, and 7,. Can a graph
include dependencies between other planes? An example of 7,—7, depend-
ency is “concurrent design,”'4 used with EPFL Space Center students. Several
teams located in the same room work in parallel on complementary aspects of
a satellite (energy, communication, or mechanics) while constantly following
what other teams do. Any design change by one team is immediately propa-
gated to the design process of the other teams.

In regards to dependencies between 7, and 7, Szewkis et al. (2011) invented
“silent collaboration,” an original graph in which 40 students edit a table
together ( ). Every learner (r,) is in charge of one cell on a digital
table, projected at the front of the class (r;). The table contains 25 words—5

4 http://space.epfl.ch/page-39445-en.html
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columns refer to the grammatical nature of the word (adverb, adjective, noun)
and 5 rows describe its first letter. Initially the words are misplaced, and each
student, responsible for one cell, has to find a peer with whom to exchange his
word until every word is in the right place. In the physical classroom, each stu-
dent’s mouse—up to 40 mice connected to the same computer—controls his
own cell in the table, where he can propose, accept, or reject an exchange. In
a MOOC, the same graph could be implemented with the operators described
in the next chapter.

Noun Preposition Adjective l Pronoun | Conjuction Adverb = ::::::”"
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& m
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Figure 1.24 The “silent collaboration” scenario (Szewkis et al., 2011) (courtesy by M. Nussbaum).

Conclusions

This first chapter describes a very generic structure, which could model many
processes other than pedagogical scenarios. So far, orchestration graphs con-
stitute a syntactic structure, without much semantics from the field of educa-
tion or learning sciences. The semantics will now be explored systematically
through 3 libraries. In , I will present a library of edges, with each
edge encompassing a pedagogical idea. describes a library of data
transformation operators associated with edges. In , I'will propose a
library of learner states that have a specific relevance for orchestration graphs.
In other words, I have so far described the bones of orchestration graphs;
the next chapters will add the muscles, the digestive system (operators), and
finally the blood system (the evolution of states as a stochastic process).
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Chapter 2
The Edges Library

Defining an educational scenario as a set of edges and vertices may sound ter-
ribly technical. This chapter introduces educational semantics. The edges of
an orchestration graph embed the pedagogical idea that led the graph designer
to place one activity next to another. The label of the edge e;; defines the peda-
gogical relationship between a; and a;. The term “label” is used in graph theory
to associate an edge with a value, an identifier, or anything that is meaningful
in the domain modeled by the graph.

This chapter proposes a library of 28 labels that can be associated with an
edge ey, that is, an edge between q; and a;. This library is structured into 4
categories. It is not proposed as a new ontology for education, but simply as a
way to structure the chapter:

« The preparation edges connect two activities when the learner has a
higher probability of succeeding at a;if he carried out a; before a;.

« The set edges connect two activities when the skills or contents addressed
in q; and a; are in relationship with each other; for example, subset/super-
set, whole/part, and siblings.

« The translation edges connect two activities in which the same content
is addressed under different formats, representations, notations, or view-
points. Learners therefore have to translate the representation used in q;

into the representation used in a;.

» The generalization edges introduce variations of the content or skills
across the space of generalization, namely introducing the student to more
general, less general, or analogical contexts from g; to a;.

The labels in the categories “set” and “generalization” are associated with a
symbol (+, — or =) if q; is positioned above, below, or at the same level as a; in
the space of transitions that will be presented in the following points.

There is a typical approach in computer science to distinguish the structure
from the contents that fill the structure. These contents are typically organized
into some kind of library. Graph structure has been presented in .
The edges library (and the other libraries presented later on) results from this
content/structure dissociation.

An edge between two activities can be associated with more than one label;
for instance, an interesting case study can prepare learners for the next activ-
ity, both as a motivation edge and as an analogy edge.
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Table 2.1 A library of edge labels for orchestration graphs.

Preparation Set Translation Generalization
(P) Prerequisite (S+) Aggregation (T) Proceduralization (G+) Induction
(P) ZPD (S+) Expansion (T) Elicitation (G+) Deduction
(P) Adv. organizer  (S—) Decomposition (T) Alternate (G+) Extraction
(P) Motivation (S-) Selection (T) Reframe (G+) Synthesis
(P) Anticipation (S=) Juxtaposition (T) Reverse (G=) Analogy
(P) Logistics (S=) Contrast (T) Repair (G=) Transfer
(P) Data collection  (S=) Identity (T) Teach (G-) Restriction

Some of these edges could also be used to describe the cognitive processes
that occur inside an activity. Since any activity can be split into subactivi-
ties, as explained in , there is no fundamental difference between
an intra-activity relationship (i.e., inter-subactivities) and an inter-activity
relationship.

The specific terms I have chosen for naming edges are not essential. One
could certainly argue about many of them. What is important is not the mean-
ing of specific labels but the variety of labels described hereafter. This diver-
sity is important for two reasons. First, it illustrates the scope of pedagogical
scenarios that can be modeled with orchestration graphs. Even if a graph has
only three activities, placed at six possible planes, hence two edges, this library
of 28 edges allows for 282 - 6=4704 graphs. Second, the diversity allows for
building graphs that explore the whole knowledge space. The set of edges
builds a complete mesh around this space. I will now describe point by point
the many dimensions of this mesh.

Point 9 Preparation edges

This first category includes edges (noted as “P”) that simply connect two activ-
ities, where one activity prepares learners for the next one. This is rather basic,
but it gives the fundamental idea of educational design; given the target skills
C, which activity a,, (the last activity) would prepare learners for C, then which
activity a,,_, would make learner s able to do a,, and so on recursively. The
former activity increases the chances for the latter one to be effective. In some
cases, the latter simply cannot proceed without the former being completed.
There is a continuum of dependency levels between the two activities, the
dependency being measured by the weight of the edge.

Edge (P) Prerequisites: This label characterizes an edge e;; if students
acquire in q; the skills {c;} that are prerequisite to succeed in a@; and to acquire
{c;}. The term “prerequisite” implies that the probability of acquiring {c;} is
very low if the student has not previously mastered {c;}. For instance, sub-
tractions without borrowing should be mastered before those where students
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Class

Debate on drugs Debate on drugs

Team |: |-

Intrinsic motivation

Prerequisite

Individual

Learn vocabulary on drugs

Figure 2.1 Edge labels in a “German as foreign language” graph. The graph includes a group
debate on a topic; for example, drugs. This generates some frustration among learners due to
their lack of vocabulary. This frustration hypothetically creates motivation to learn new vocabu-
lary. This activity is a prerequisite for the debate that will follow.

must borrow. The prerequisite relationship between skills can be extracted by
applying the content analysis methods described in

The importance of prerequisite edges is central to mastery learning (Bloom,
1984); as explained in , it is a waste of effort for learners to try and
achieve q; if they have not mastered q; before. Taking care of prerequisites is
a basic idea, but prerequisite gaps, especially when accumulated over school
years, is a main cause of school failure.

Edge (P) ZPD: This label characterizes an edge e;; if a student acquires in
a; the skills {c;} that are located in his “zone of proximal development,” given
the skills {c;} that he has acquired during a;. The concept of ZPD, well known
in instructional psychology, has been defined by Vygostky (1962) as “the dis-
tance between the actual developmental level as determined by independ-
ent problem solving and the level of potential development as determined
through problem solving under adult guidance, or in collaboration with
more capable peers.” In other words, ZPD refers to the difference between
what the learner could perform individually in a; (,) and what he can collab-
oratively perform in g; (7,), with a more knowledgeable person. Such a graph

is illustrated in . From a workflow viewpoint, a edge with a ZPD
label will be associated with a social operator (see ) that will select
Class

Team ~ { a, I—
Solve equations
Individual -| a, <

Solve equations

Figure 2.2 In the first activity, students solve equations individually. The teacher analyzes their
work and identifies those who concentrate on algebraic manipulations compared to those able to
think in terms of problem-solving strategy. In the second activity, a student from the first category
is asked to work with a student from the second category. The latter is expected to convey his
strategies by arguing about the choice of equation manipulations proposed by the former.
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two learners s, and s,, based on their knowledge state in a; (see ), in
such way that, by interacting with s, during a;, s, will be able to perform a;, an
activity that he could not perform alone.

Some colleagues will be upset with my claim that ZPD edges constitute
a special case of prerequisite edges, but they do, even if they originate from
radically different theories of learning; while the term “prerequisite” is often
used when talking about cognitive skills, from an individual cognition view-
point, the ZPD stresses verbal interactions in a social context, namely among
peers (or in child-adult interactions). In socio-cultural theory, the learning
mechanisms behind the ZPD is that a learner appropriates the language used
by a more advanced peer while collaborating on tasks that he could not tackle
individually. If I were to talk with a physicist about quantum theories, I would
not understand and hence not appropriate anything he tells me. He is simply
not in my ZPD. The claim that ZPD constitutes some kind of a prerequisite
illustrates the pedagogical ecumenism I promote in this book.

Edge (P) Advance organizer: This label characterizes an edge e;j if
a; pre-activates cognitive structures that will facilitate a;. This pre-activated
structure has been called an “advance organizer” by Ausubel (1960). In the
example presented in , the teacher first explains that the goal of
the lesson is to be able to locate a point on a plane. Then, students play naval
battles in pairs, which serve as advance organizers for the lecture on the Car-
tesian plan. I tried this graph with success on low achievers, and it “worked
extremely well.” The battle is, of course, also an extrinsic motivation factor.

“What you will learn today” Teach the Cartesian coordinate system

o || :

Didactic -
elicitation Advance organizer
and extrinsic motivation

Team

Play naval battle

Individual

Figure 2.3 Edge labels in a mathematics MOOC.

One could also consider an advance organizer as a kind of prerequisite, but
the activity a; does not actually target specific skills; it only pre-activates struc-
tures that will hence be more rapidly activated during learning. It is partly
similar to the “priming” effect observed in psychology; if I say “banana” to you
5 times and then ask you to cite a color, there are more chances that you will
say “yellow.” Now, an advance organizer is more than just a priming effect; it
pre-activiates a structure on which the students will be able to associate the
pieces of knowledge acquired during the scenario. This effect is rather useful
for inductive learning. In these scenarios, also called “guided discovery learn-
ing,” teachers expect learners to induce a new concept or rule by identifying
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the features that are common to a set of instances. In reality, an infinite set
of common features exists among a finite set of objects, and hence an infinite
space of generalization. Two quadrilaterals do not only have in common
the features that the teacher expects learners to compare (relative length of
the side, angle amplitude, parallelism between sides). They also have many
other shared features; they are drawn in the same color, the same teacher has
drawn them, on the same day, on the same support, they are neither big nor
small, they are boring or cute, and so on. The term “guided discovery” refers
to the need for the teacher to guide learners during induction by leading them
towards the relevant criteria for induction. Advance organizers are among the
tricks that teachers may use for driving the learner’s attention to the relevant
criteria.

Edge (P) Anticipation: This label characterizes an edge e;; if a; inform
students about what they will do during a; and/or during the whole scenario—
which activities are planned, when, where are scenario activities located in the
map of the course, which competencies they are expected to acquire at the end
of the graph, and how these competencies will be evaluated (see ).
This edge concerns the relationship between the first activity and the whole
graph, but as explained earlier about the transitivity of edges, only the edge
between a; and a;,, is represented on the graph. These activities provide stu-
dents with a mental map of the path they have to follow. Students understand
more of the activities they encounter, since they know where they are going.
Tourneur (1975) showed that explicitly communicating the learning goals of a
lesson increases the learning results of the students. It is therefore not a waste
of time to spend 2 minutes at the beginning of a graph to present an overview
of what will come next.

Edge (P) Motivation: This label characterizes an edge e if a; motivates
students to perform a; and/or do the whole scenario. Motivation sounds like
a concept borrowed from grandfather-pedagogy or even as a behaviorist con-
cept; children will be motivated to learn multiplication tables by the promise
of receiving chocolate if they perform well. In educational games, discreetly
renamed “serious games” (as if learners should be ashamed of having fun while
learning), motivation is often extrinsic to learning; for example, the will to win
against one opponent, competition with many opponents, or the increase in a
score. These incentives may lead learners to increase the effort they put into
learning activities. In university teaching or in MOOCs, this extrinsic motiva-
tion is the desire to get a certificate. University lecturers know that the trick,
“What I am going to explain now corresponds to an exam question” boosts
attention during a lecture. Extrinsic motivation is not a bad thing, but it tends
to be ephemeral. Moreover, it may lead learners to find alternative strategies
to reach the target reward with less effort. As some frustrated teachers say,
“They will look for any way of getting the certificate without having learned
anything.” Therefore, it is important to try raising the learner’s intrinsic moti-
vation, that is, his motivation to acquire skills or knowledge because these new
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skills or this new knowledge will later on enable him to do something he could
not do before. Intrinsic motivation could simply be the fact that a; presents
examples of how a skill taught in a; will allow students to solve an interesting
or important problem in their future (professional) life. Another intrinsic way
to motivate students is to present a problem in which the skills previously
acquired are not sufficient ( ) or produce an incorrect answer (

).

Summary last course’s model Lecture on new model

Class { F

Predicted failure

Intrinsic motivation

Team

Logistics

Individual

Installing software

Figure 2.4 Edge labels for a science MOOC. The teacher reminds students of the model taught
the previous week and asks students to install a new simulation tool (logistics edge). He gives
them a phenomenon for which the previous model produces incorrect results, which will justify a
revision of the previous model.

Edge (P) Logistics: This label characterizes an edge e;; if q; is required
to set up the environment necessary to be able, practically speaking, to con-
duct a,—to log in to a digital environment, to prepare tools for a lab session,
to download and install the software necessary for an activity, to cut pieces
of paper for a lesson on symmetry, to change the room configuration before
teamwork, and so on. The term “logistics” is not negative, these activities are
important in order to run the scenario. This emphasizes the pragmatic view-
point on education that underlies the concept of orchestration.

Edge (P) Data Collection: This label characterizes an edge e if a; aims
at collecting data to be used in a;. Many scenarios include data collection activ-
ities, such as field trips in schools, measurements in university labs, and data
mining in online environments. In some cases, these activities are not actually
proper learning activities, but simply provide the data necessary for the next
activities. In this case, the data collection edge can be seen as a subcategory of
the logistics edge. In other cases, the ability to collect data can be a learning
goal; for instance, where to collect it, how to avoid measurement biases, which
frequency, which precision, and how to store data. presents peda-
gogical tricks regarding this edge; the way data is collected may determine the
cognitive processes when these data are processed. For instance, the diver-
sity of the data collected (e.g., the acidity of the river respectively measured
upstream and downstream of the city) defines the space of comparisons that
can be conducted later on in the scenario.
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Point 10 Set edges

This category of edges connects two activities in terms of the relationship that
characterizes the contents addressed in each activity. The contents are knowl-
edge elements—concepts, examples, data, principles, laws, rules, algorithms,
and so on. Are the contents being addressed in a; a subset, a superset, or a
complementary set to those addressed in @;? These edges can connect more
than two activities. The various labels are described as moving upwards (S+),
downwards (S-) or transversally in the hierarchy of subsets and sets; if K
and K; are the sets of objects addressed respectively in q; and g, the edge e;;
labeled S+ if K; < K;. Conversely, e;;is labeled S— if K; o K In the other cases
the label is S=.

Edge (S+) Aggregation: This label characterizes an edge e;; if learners
acquire skills in ¢; that will be aggregated in c;. Let’s consider 3 act1v1t1es a,
a,, and a,, with two edges, e, , and e, 5. An example of aggregation would be
if the learner acquires skill ¢, in a,, then skill ¢, in a,, before doing an activity
a, in which he has to integrate ¢, and c, into a new skill ¢,. For instance, if ¢,
concerns negative exponents (n® = 1 /n?) and ¢, concerns rational exponents
(n¥/ = %/n), these two skills can then be “chunked” (Laird et al., 1986) into a
new skill that allows, for instance, calculating the value of n/, In an “Eng-
lish for non-native speakers” course ( ), ¢, could target the ability to
build a question in English, while c, could be about the construction of nega-
tion, and chunk ¢, would be about the construction of negative questions. As
explained earlier in regards to multiple edges, I would then label e, , as aggre-
gation and e, , as “juxtaposition” (see this label hereafter), but I would not
explicitly represent e, , (simply for the sake of keeping the graph easy to read).

Edge (5—) Decomposition: This label characterizes an edge e;; if learn-
ers acquire skill ¢;+c, in a;, then work only on skill ¢, in a;, as explalned in

. This edge is less common than the previous one, since many

Introduction

Class
Negative Negative Negative
9 g 9
questions questions questions
Team - o —
-“ ;
Decomposition /’ Aggregation
\ I
\ /
Individual T _
Positive Negative sentences
questions

Figure 2.5 After an introduction, the teacher splits the class into two subclasses, those who have
already studied how to form questions and negative sentences in English, and those who have not.
The novices do individual exercises on each skill (first questions and then negative sentences),
and finally these two skills are aggregated during pair dialogue exercises that include negative
questions. The more experienced subclass starts directly with the pair dialogue exercises, but the
students who encounter difficulties are then redirected towards individual exercises on each skill.
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pedagogical scenarios follow the basic pedagogical principle of progressivity;
the sequence of activities goes from the simple to the complex, from the easy
to the difficult, from blue ski slopes to black diamond ones. Situations do exist,
however, where inverse progressivity is more relevant. The first situation is
remediation, that is, courses that compensate for the skills that students were
supposed to possess at the beginning of a course, but do actually not. If some
skills are not mastered, the system will focus on the weakest subskill and so on
recursively. Typically, in the exponent example presented for the aggregation
label, one would proceed the other way around, from ¢, to ¢, or c,. Another
reason for inversing progressivity is motivation; it allows the teacher to start
from a real-world problem that is meaningful and then break it down pro-
gressively into elements that students can learn before reaggregating them.
This inverted progressivity is, for instance, present in problem-based learning
scenarios. It is especially relevant in corporate training, because it allows for
starting from the problems that trainees encounter at their workplace.

Edge (5-) Selection: This label characterizes an edge e;; if a; (usually
at the end of the graph) addresses a selection of the key elements that have
been addressed in a@; and/or in previous activities. For instance, among all
the dates presented in a history lesson, the final activity will select the most
significant ones; among all the paintings of Picasso, his best known works will
be selected; among the causes of diabetes, the 3 most frequent ones will be
integrated; among the many types of whales, the 3 clearly distinct ones will
be selected. The selection relies on criteria such as “It is worth remembering
this in 10 years” or “This will be tested in the exam.” 1 differentiate this type
of summary from a real synthesis. A synthesis includes some elaboration on
relationships between content elements, some structuring or abstraction, and
is therefore listed in the G+ category ( ). Here, the summary simply
re-represents some selected items among those previously presented. The
summary contents is a subset of what been presented in the scenario, which
is why it is labeled S—.

Edge (S+) Expansion: This label characterizes an edge e;; if a; reuses
content that was used in a; but expands on it in terms of number of examples,
quality or quanitity of data, etc. For instance, if students uploaded pictures of
the geological phenomenon under scrutiny, the expansion consists in adding
their geographical location, or links to other pictures of the same location,
or links to the relevant phenomenon, or comments, or feedback. The mate-
rial has been enriched. If students collected pictures of paintings, they would
have to find more information on them (scenario illustrated in ). If
students have to produce sentences in q;, the expansion could be to permute
the words of these sentences, following certain grammatical rules, in order
to expand the set of produced utterances. If during a;, students calculated
some features based on a geometrical figure they constructed on paper, the
next activity might be to automatically repeat the same to 1,000 variations of
the same figure. The rationale of expansion is to have a sufficiently broad or
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Figure 2.6 Through their social network, MOOC participants collect pictures of well-known
paintings from the 19 or 20th centuries that people have in their home, office, or any local place.
The participants have to explore the web to find out which pictures belong to impressionism
and, if possible, who the painter was, which country he was from, and in which year the picture
was painted. The selected pictures and the additional information are uploaded and aggregated
through an operator (see ) for illustrating a video lecture on impressionism. The learning
environment allows the teacher to sort the paintings by painter, country, and year. Then, the
teacher introduces pointillism. The participants’ weekly assignment is to identify pointillist pic-
tures among those they collected and again to find out who the painter was.

sufficiently rich set of data, measures, or examples before conducting induc-
tive or abstraction activities (see G+ edges in ). With the amount of
information available on the web, many ways of expanding material exist:
on-line lexicons, translation tools, conversion tools, encyclopedia, bibliogra-
phies, and so on. The expansion can be done manually by the teacher or by
automated operators, classified in into the “back-office” category.

Edge (S=) Juxtaposition: This label characterizes an edge e;;if the order-
ing of @; and q; is not determined by cognitive prerequisites or by any onto-
logical or epistemological considerations, but simply by the need to address
one item at a time. Let’s consider a MOOC on physiology, with an activity on
the bones in the arm and an activity on the bones in the leg. These activities
are not conditional to each other, but are simply two subsets of the skeleton
that can be taught in any order. Therefore, this label simply means that the
connected activities are independent subsets of a larger goal. It is important
to make explicit that the order is arbitrary, so that it can be modified without
consequences. The weight of an edge with this label will be very low.

Edge (S=) Contrast: This label characterizes an edge e;j if K; and K;,
respectively addressed in a; and a;, are mutually exclusive subsets of K, the
set of contents addressed in the scenario. These subsets may be used later on
for induction and discrimination (see G+ edges in ). While juxtapo-
sition edges connect content that is more or less independent (except when it
belongs to the same superset), contrast edges connect two contents that are
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opposite to each other: positive versus negative instances, crime rates in coun-
tries with or without the death penalty, medical cases where the patient has
disease X versus cases where he has similar symptoms but another disease,
impressionist painters versus pointillist painters ( ), the digital solu-
tion versus analogical ones, and so on.

Edge (S=) Identity: This label characterizes an edge e;; if a; and q; are
(almost) identical. Some skills, mostly procedural skills, require intensive
practice before learners become fluent. In this context, a;may be a set of exer-
cises very similar to a;, but it consolidates the skills practiced in q;, often with
a slight variation or slight increase in difficulty. This is central to most “drill
and practice” scenarios, which may sound terribly boring, but are useful for
acquiring certain skills and for being able to operate them with a minimal
cognitive load.

In summary, S labels describe a sequence of activities that evolve along
various subsets of content. If a set and its subsets (and recursively their sub-
sets) are represented by a tree ( ), the S edges represent up/down
movements or left/right movements within this tree structure. If, as often
happens, subsets are not mutually exclusive, the tree is then a graph, which
won’t fundamentally change the value of addressing the same content at var-
ious levels of aggregation.

S+

Figure 2.7 Structure of the content sets covered by activities.

Point 11 Translation edges

The same piece of knowledge can be represented in several forms and for-
mats: as a definition versus as an algorithm, with concrete elements versus
with abstract symbols, as a pie chart versus a histogram, on a linear scale ver-
sus a logarithmic scale, and so on. Translation edges connect activities where
the same contents are being processed under different formats, expressions,
or representations. Education would greatly benefit from having more activi-
ties that imply some representational translation.

Edge (T) Proceduralization: This label characterizes an edge e if the
aim of q; is for learners to translate the knowledge acquired in a declarative
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format in q; into procedural knowledge. Let’s imagine that learners have to
learn how to calculate the surface of a triangle. A declarative format for this
knowledge is that “the surface of a triangle is half the product of its base by
the height relative to the base.” The procedural version is an algorithm for
calculating this height: (1) select one side, (2) measure it, (3) find the oppo-
site summit, (4) draw a line segment from this summit perpendicular to the
selected side, (5) measure it, (6) multiply both measures, and (77) divide the
sum by 2. This procedural knowledge should be mathematically equivalent to
the declarative knowledge, but, from the cognitive viewpoint, they are two dif-
ferent things. This label is indeed common in instructional design; the learner
has acquired some declarative knowledge in q; that will be applied to specific
objects in order to provide an answer in a;. For instance, he learns the defi-
nition of a concept and then has to identify examples in a set; he learns how
to calculate the Eigen values of a matrix, which he will apply to n matrices.
Proceduralization, as its name indicates, turns declarative knowledge into
procedural knowledge ( ). This is often associated with compilation;
the repeated application of a procedure reduces the cognitive load required to
operate this procedure.

Edge (7) Elicitation: This label characterizes an edge e; if the aim of q;
is for learners to translate the knowledge acquired in a procedural format in a;
into declarative knowledge. This edge is the inverse of the previous one, pro-
ceduralization. In activity a;, students have learned an algorithm to calculate a
result or perform a task, and activity a; aims to turn this procedural knowledge
into declarative knowledge. Elicitation can be quite difficult; try to explain in
words how you tie your shoelaces, how you convince your opponents, how
you solve complex problems, or how you manage your team. In many cases,

Intro

Class -|
Quiz Task
Te | l_
eam Elicitation .#1 H
Procedure e -
I o Proceduralisation
Individual p- =
Concepts

Figure 2.8 After an introductory video, the participants in this MOOC, “Introduction to statis-
tics,” are split into 2 subclasses for individual activities. In the first subclass, students acquire pro-
cedural knowledge—how to manually calculate the standard deviation for a set of 20 data points.
In the second subclass, students acquire declarative knowledge—the concepts of dispersion,
heterogeneity and variance, illustrated by graphical representations. Then, each student from a
subclass is paired with a student from the other subclass, and collaboratively they have to do a
quiz that measures declarative knowledge and then a task that requires procedural knowledge.
To be able to collaborate with their peer, those who acquired declarative knowledge individually
have to proceduralize it with the help of their peer, and those who acquired procedural knowledge
individually have to elicit it (next edge label).
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procedural knowledge is efficient because it is compiled (or automated), and
eliciting this knowledge—turning it into words—is far from simple. There are
cases where it seems, however, better to wait for the practice to be semi-com-
piled before eliciting it. In computer science, defining concepts such as “A
variable is a container that stores values” or “Recursion describes an object
that includes itself’ do not make any sense for students. In my experience, it
is more effective to let them use these elements for a while before eliciting this
knowledge through a debriefing lecture or a collaborative task. Forcing peers
to elicit their knowledge in order to convince their teammates is one of the
reasons why collaborative learning is useful.

Edge (T) Alternate: This label characterizes an edge e;; if a;addresses the
same contents as a;, but with a different external representation. Research in
instructional psychology has shown that using multiple representations can
have a positive effect on learning outcomes (Ainsworth, 1999); for instance,
mathematical contents that have been presented as a matrix in a; and are then
presented as a transition graph in a;. Such a shift among representations is
essential in early numeracy for children, passing from concrete, to semi-con-
crete, and then to abstract representations of quantity. Shifting representa-
tions has a double role. If the learner understood the concept in a;, the rep-
resentation shift in a; will deepen his understanding by dissociating the con-
cept from one particular mode of representation. If the learner did not under-
stand the concept in a,, the representation shift in a, constitutes a second
chance to grasp it. Some earth maps display the South Pole at the top and the
North Pole at the bottom; they prove that every representation conveys some
bias and, therefore, that multiple representations allow a broader semantic
coverage of the concepts to be learned. The alternate edge is not only bound
to graphical representations, it also concerns alternative notations, alterna-
tive formats, and overall alternative approaches, methods, algorithms, and
solutions. Time constraints too often prevent teachers from letting students
elaborate multiple solutions to the same problem or from presenting multi-
ple solutions to them, even though this could be fundamental for students to
understand that the same problem can be addressed in different ways.

Edge (T7) Reframe: This label characterizes an edge e if a; addresses the
same contents as a;, but with a different viewpoint, approach, scale, frame,
context, or unit. For instance, a; uses a geometric referential that is absolute,
while in @, all equations are modified using an object-specific referential. In
a;, a medical case is analyzed from the viewpoint of the patient, while in g; it
is analyzed from the point of view of the medical team. In a;, companies are
compared in terms of stock value, while in g; they are compared in terms of
potential growth. In a;, the transportation costs are described in pounds per
gallon, while in q; they are measured in euros per liter. This edge also applies
when implementing a change of scale, when what has been studied at the
neuronal level is reconsidered at the brain level; from a water molecule to a
cloud, from a village to a country, or from a function to an entire software.
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Figure 2.9 This MOOC concerns conflict negotiation skills for humanitarian workers. In the
first video, the teacher introduces the history of the conflict between X and Y. The second video
is a set of excerpts from television news produced by camp-X and the third video by camp-Y.
After V2 and V3, the students participate in a 60-minute role-playing game where they simulate
negotiation via an online conferencing tool. In the last video, the teacher presents techniques for
conflict negotiation that participants apply in the last role-playing activity.

Finally, this edge may connect activities that provide different viewpoints, as
illustrated by : for instance, an and then

Edge (7) Reverse: This label characterizes an edge e if a; addresses the
same contents as a;, but in a reverse way—from B to A instead of from A to B.
A typical transition in pedagogical scenarios is to connect two activities that
use the cognitive function f in @; and £ in a;. If the student in q; learned the
formula that calculates the surface of a triangle from its base length and its
height, an inversion would be to ask him in a; to calculate, for instance, the
height of a triangle from its surface and base length.

Edge (7) Repair: This label characterizes an edge e;; if the function used
in g; to find a solution is applied in q; in order to find an error in a task, or in an
exercise that has been solved. It can be viewed as a subtype of the reverse edge,
but it is worth making it a category, as it is a common educational practice.

Edge (7T) Teach: This label characterizes an edge e if the learner has
acquired some skills in @; that he will teach or transmit to another learner in
a;. If the student simply repeats as teacher what he heard as learner, there
won’t be major learning effects. Learning comes from the processing required
to prepare teaching material. By experience, many teachers know that “you
don’t know a topic before you have taught it.” This is confirmed by empir-
ical evidence regarding the effectiveness of “learning-by-teaching” (Bargh &
Schul, 1980; Chase et al., 2009).

In summary, T labels describe transitions between activities in which the
contents are addressed under different formats, representations, or view-
points. These different forms of what could be seen as the same piece of
knowledge (e.g., as the same entry in an encyclopedia) are not actually the
same piece of knowledge from a cognitive viewpoint. shows two
axes of the space created by these edges, concrete versus symbolic and declar-
ative versus procedural. Many other dimensions also exist (represented by
grey arrows) such as cognitive versus kinesthetic, verbal versus spatial, and
SO on.
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Figure 2.10 After a general introduction on DNA, the class is split into 3 subclasses. In each
subclass, students learn about different topics individually, namely DNA replication, DNA tran-
scription, and reverse transcription. Then, students form teams of 3 in which each student has to
teach the other two what he learned individually. The scenario ends with a quiz test in the lecture
theatre, using clickers, where each team is scored based on the answers given by the team mem-
bers who have been taught (the teaching peer is not allowed to reply).
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Figure 2.11 The multidimensional space of formats.

Point 12 Generalization edges

The fourth category of edges describes the relationship between two activities
that differ by the level of generalization of the contents being addressed. G+
edges generalize whatever has been learned in the former activity; for instance,
abstract principles or inducing categories. G— edges describe the relationship
between two activities, such as the second zoom-in on particular cases of the
general elements acquired in the previous activity. While G+ edges imple-
ment inductive learning scenarios, G— edges implement deductive scenarios.
Finally, G= describes the relationship between two activities located at the
same level of generality, such as in analogy.

Edge (G+) Induction: This label characterizes an edge e;; if the aim of
a; is for students to elaborate some general knowledge from the set of specific
elements encountered in a;. Typically, a set of examples is processed in a;,
then the concept to which these examples belong to is elaborated in a;. For
instance, in botanic studies, students might examine the properties of tree
leaves in a; before classifying them into various categories during ;. Or, in g,
students measure the dimensions of various triangles and estimate their sur-
face with paving methods, and then in a;, they elaborate a general formula for
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calculating the surface of a triangle. Induction is the essence of constructivism,
the art by which a teacher may create the “aha!” moment. Our brain is a per-
manent inductive machine; once we know two people from the same country,
we cannot avoid inferring (over-) generalizations. Despite this innate induc-
tion talent, school induction is as difficult as the inductive reasoning involved
in scientific discovery. Since learners are expected to induce knowledge faster
than humanity discovered it, the pedagogical scenario needs to scaffold the
inductive process. This scaffolding will come from advanced organizers (the P
edge), as well as from the careful selection of positive and negative instances.
In particular, teachers can play with so-called “near-miss” examples; these are
negative instances that differ from positive ones by a single feature, such as a
rectangle, which is a square that doesn’t have isometric sides. Induction con-
sists of building a large tree of generalizations, based on the combination of
all possible features, such as when we play MasterMind. Near-miss examples
allow learners to isolate one feature and therefore to prune the generalization
tree. Another form of guidance for induction is the divergence of viewpoints
triggered by social interactions; Schwartz (2005) showed that pairs build
more abstract representations than individuals, since this shared representa-
tion has to bridge the mental images that peers elaborate individually.

Edge (G-) Deduction: This label characterizes an edge e;; if the aim of q;
is for students to apply a general rule, definition, or principle to a specific ele-
ment they acquired in a;. This edge is the opposite of induction; it goes from
the general to the particular. It is overrepresented in pedagogical scenarios,
which often start by a set of definitions and then invite learners to apply them
to specific cases.

Edge (G+) Reflection: Experience per se is not knowledge; some peo-
ple may repeat the same mistakes their whole life; reflection is required to
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Figure 2.12 The teacher explains the goal—to find the rule that calculates the number of diag-
onals in a polygon from the number of edges. He assigns a number between 3 and 8 to each
student. Each student draws a polygon with the number of edges assigned to him. Then, students
form teams of 4 made up of students who drew a polygon with a different number of edges. They
try to find the rule. After a while, each team presents its solution(s) to the class. The teacher
compares the invented rules, proposes counter-examples that disprove some proposed rules, and
ends up writing the formal rule. Finally, he asks students to apply the rule (G— Deduction edge
label) in a reverse way (T— Reverse edge label) to calculate the number of edges of a polygon with
35 diagonals.
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turn experience into knowledge. The label ‘reflection’ characterizes an edge
e;; if the aim of g; is for students to elaborate knowledge by reflecting on the
experience they gained in a;. Some scenarios follow an approach a la Dewey
(1938), where students acquire experience in a; from which they are expected
to extract knowledge during a;. Typically in a;, students carry out some exper-
iments, solve a problem, or explore a complex environment, while a;includes
activities such as teacher-led debriefing or reflection activities (comparing,
analyzing, annotating, commenting, etc.). The term ‘reflection’ describes the
activity in a; but, as an edge label, it refers to the pedagogical relationship
between of a; and a;. For dual vocational education, we developed a pedagog-

ical model, the “Erfahrraum” (Dillenbourg & Jermann, 2010), which orches-
trates the reflection process, illustrated in
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Figure 2.13 In a dual educational system, apprentices work 4 days per week in a company ()
and attend school one day per week. In an “Erfahrraum” scenario, technologies are used in a; for
capturing experience in a workplace. For instance, in the first activity, future bakers take pictures
of their products, or car mechanics record their own actions with a head-mounted camera. This
captured experience is uploaded to the apprentices’ learning journal. The next activities trigger
several forms of reflection upon the captured experience. In the second activity, they annotate the
objects saved in their own learning journal. In the third activity, they compare their own objects
with the objects captured by their peers; for instance, two breads baked by apprentices, or they
analyze the mistakes they made while changing the battery of a car. In the last activity, the teacher

extracts lessons from this material; for instance, pointing out the most common mistakes or the
differences between companies.

Edge (G=) Analogy: This label characterizes an edge e;; if the aim of a; is
for students to solve a problem through analogy with a problem they solved in
a;. Typically, students solve a problem in a;, for instance with the teacher (1),
and are then asked to solve a similar problem individually (r,) by analogy with
the first problem. Analogy is a powerful, but slippery form of reasoning; situ-
ations may be superficially similar but deeply different. This is especially the
case when analogies are made across different disciplines, such as a waterfall
to explain electricity measures or a musical metaphor, such as orchestration,
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for describing pedagogical scenarios. It is, however, central to several peda-
gogical scenarios, namely case studies, which are very popular in fields such as
management, medical diagnosis, and, of course, law studies. Being an expert
in a field often means having accumulated a large collection of cases, each of
them being representative of a set of similar cases. The expertise lies in the
criteria used for selecting the most relevant previous case for tackling the cur-
rent situation. This expertise is often a highly compiled knowledge and hence
requires elicitation edges (7).

Edge (G=) Transfer: This label characterizes an edge e;; if the aim of q;
is for students to apply the skills they acquired in a; to a new context. Transfer
is the Achilles’ heel of formal education; students rarely spontaneously trans-
fer what they learned in a specific situation to a new situation. A pupil who
is able to solve “If 1 bottle of milk costs 5 francs, how many can I buy for
35 francs” will not necessarily be able to solve the problem “If a car travels a
distance of 1 kilometer in 5 minutes, how many kilometers will the car travel
if it continues at the same speed for 35 minutes.” Liters and kilometers or
francs and minutes are not the same entities in the real world. The cognitive
schema acquired in one context does not spontaneously apply to another con-
text. Scholars differentiate near-transfer, where only surface features of the
situation vary, from far-transfer (Perkins & Salomon, 1992), where the deep
structure of the situation has to be adapted. I do not consider near-transfer
as transfer and recommend that pedagogical scenarios strive for far-trans-
fer. This issue is not specific to children. Some of my colleagues complain
that their students (e.g., in a computer vision class) cannot apply algorithms
learned the previous year in a math class. This phenomenon can be explained.
Learners’ cognitive schema are naturally anchored to the learning context,
bound to examples used during lectures or exercises, and these anchors are
not recognized in the new situation. Low transfer is part of human nature, but
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Figure 2.14 This corporate training MOOC starts by watching several videos that introduce
management concepts such as corporate silos and developing examples of silos across 5 compa-
nies. Then, trainees are asked to prepare a poster that describes a silo they have identified in their
own branch of the company. They upload their poster. After this online part of the scenario, the
participants go to Zermatt for a residential seminar, where they work in small teams and compare
how silos exist in different contexts. In the last activity, the coach leads a debriefing activity in
which the comparison is extended to all examples uploaded by participants.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

64 ORCHESTRATION GRAPHS

can be compensated for through well-designed pedagogical scenarios. Experi-
ments show that the probability of being able to transfer increases if the exam-
ples used in activities vary systematically, re-instantiating them in radically
different contexts. This would be the purpose of such an edge.

Edge (G-) Restriction:* This label characterizes an edge e;; if the aim
of a; is for students to reduce the scope of validity of what they learned in
a;. Orchestration graphs need an edge for a common situation in which the
concept, rule, or theory presented in q; actually constitutes a temporary over-
generalization; it is taught as if it is always true, even if it is not the case. This
overgeneralization is the price to pay for simplicity; teaching the rule and its
exceptions at the same time could confuse students. Therefore, in several sce-
narios, an activity first leads students to acquire a general rule, principle, or
algorithm, and then another activity reduces the generality and the scope of
validity of this general knowledge. An activity on the components of demo-
cratic systems would be followed by examples of countries where the pres-
ident is elected with 99% of the votes. A physics law that worked well with
all examples in @; will then be confronted with cases where it does not apply;
for example, extreme temperatures and materials with unique properties.
Restriction consists in pointing out exceptions to a general rule, specifying
limits of validity, conditions of applicability, pointing out “special cases,” and
SO on.

Edge (G+) Synthesis: This label characterizes an edge e;; if a; provides a
synthesis of what students have learned in @; and in previous learning activ-
ities. The summary edge is placed in the S— category ( ) if this sum-
mary is a mere selection of the key elements taught before, that is, a subset.
However, a real synthesis is much more than just a selection. It elaborates
relationships between elements taught distinctively, points out similarities,
false friends, complementarities between methods, the relative strengths of
theories, and so on. It helps learners to build a higher-level vision of what they
learned, which is why I label it as a G+ edge.

In summary, G labels describe the evolution of the graph on the level of
generality, which is represented vertically in . The space is repre-
sented as a cone because a piece of knowledge at a high abstraction level cov-
ers more contexts (T or S) than a piece of knowledge located at the lower level.

Since I have used an “induction” label, one might expect to find a “discrimination” label;
learners elaborate concepts or rules by induction over positive instance, but also by discri-
minating positive against negative instances. It is, however, reasonably hard to dissociate
induction and discrimination, since asking “How is A similar to B?” is the same question
as asking “How is A different from B?” Discrimination is to induction what half-full is to
half-empty. So, this is why I have left discrimination within induction.
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Figure 2.15 The space of generalization.

Conclusions

This list of labels is certainly not exhaustive, and the proposed classification
is not perfect. There are some overlaps, but this is not a real issue, since the
goal of such a list is to promote diversity. Instructional designers should use
the table of edges as a kaleidoscope, that is, to look through this lens in order
to diversify the activities. This concern for diversity is not specific to orches-
tration graphs; it is relevant for any instructional design. Nonetheless, I hope
that by making the relationship between activities explicit and by proposing a
broad range of potential relationships, the proposed modeling language will
enrich the diversity of activities that learners will encounter within pedagog-
ical scenarios.

My personal view on education is that diversification is more impor-
tant than adaptation. At the class level, diversification actually embeds
adaptation—the more diverse the learning activities, the higher the probabil-
ity that learners will encounter an activity adapted to their personal needs.
But, the diversification of activities is even more important for an individual
learner, because knowledge is not monolithic. Let’s consider various pieces of
knowledge such the triangle, adverb, passive voice, democracy, surrealism,
standard deviation, Pythagoras, Renaissance, Ohm’s laws, Fourier trans-
forms, or restricted relativity... Each of these elements can be considered as
“a piece of knowledge” and expressed by a definition, a set of principles, or an
algorithm. In their external representation, they can be monolithic, a “thing”
captured by a finite set of symbols. This is the encyclopedic view of knowledge,
a way of storing knowledge in persistent media, the way we often measure it
during exams. But, knowledge is different. It is the capacity to act, to tackle
situations. In this way, the Pythagoras theorem that can be cited during an
exam is not the same piece of knowledge as the one used to calculate the size
of a triangle, nor the one for the height of a pyramid. What I have just called a
“piece of knowledge” is not actually “a piece,” but rather a mesh of knowledge
fragments that have been acquired in various contexts and through various
representations. In the brain, a piece of knowledge does not correspond to a
small, identifiable set of neurons. Any of these concepts can activate very dif-
ferent areas. Knowledge looks more like a tree than like an apple, more like a
cloud than like a stone.
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The implication of this epistemological stance is that education needs
diversity. It is crucial to address the same elements from a multiplicity of for-
mats, viewpoints, representations, and levels of generalizability. If the graphi-

cal representations used for each set of edges ( , ,and
) are overlapped, a multidimensional mesh is obtained, as represented
in (left). I recommend designing orchestration graphs where the

learner crosses this mesh in multiple ways, as many ways as time permits. You
can’t be said to “know” a forest if you only run on a path that crosses the forest
or goes around the outside of it; you can only “know” a forest once you have
run across it in all possible directions, as well as off the paths.

Figure 2.16 Left: The scenario gathers activities that lead learners to cross the mesh in multiple
directions. Right: The path is then unwound on the 2D graph space.

The reader may wonder why this space and the navigation across multiple
forms of the same knowledge is not integrated in the graphical representation
of orchestration graphs. Orchestration graphs are already represented in a 2D
space and a 3"¢ dimension will be introduced in : it would make no
sense to try to add the many dimensions to the knowledge mesh. Orchestration
graphs propose a simplified view. In metaphoric terms, the sequence of activi-
ties form a complex manifold trajectory across the knowledge mesh space and
it has to be unwound and placed on the simplified structure of orchestration
graphs, as illustrated by (right).
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Chapter 3
The Operators Library

illustrated pedagogical scenarios that correspond to well-known
educational practices, such as problem-based learning, peer instruction, and
adaptive instruction. The library of edges described in the second chapter
opens the door to a much broader variety of pedagogical scenarios. These
scenarios are more sophisticated, but a teacher who navigates easily in the
knowledge space can manage them with 20 or 30 students. The question
addressed in this chapter is how these scenarios can be brought to a scale of
100 or 10,000 students.

Scaling up requires translating some of the orchestrating actions that a
teacher would manually perform with a small class into operators that can be
automatically computed with a large number of participants. I will illustrate
the notion with—please excuse me—one of my own scenarios. ArgueGraph
is a scenario that scaffolds cognitive conflict between peers. It is inspired by
socio-constructivist theories that predict that the interactions necessary to
overcome a cognitive conflict enhance learning (Mugny & Doise, 1978). The
ArgueGraph scenario includes 5 activities.

« In a,, each student responds to an online multiple-choice questionnaire.
The questions do not have right or wrong answers, but reflect different
viewpoints. For each answer, the student has to write a few words justify-
ing his choice.

+ In a,, the system produces a map of opinions, and the designer associates
every answer in a, with an (x,y) value on the map. The teacher discusses
this map with students, who often comment on their absolute positions
and their position relative to their friends. The system forms pairs of stu-
dents in a way that maximizes their distance on the map, that is, it finds
students whose responses in a, reveal opposite opinions.

+ In a,, pairs answer the same online questionnaire as in a,. The environ-
ment provides them with the answers and justifications provided by each
peer in a,. Pairs must select a single answer. They are also asked to justify
their choice by writing a few words in a text box.

+ In a,, the system aggregates the responses and justifications entered by
individuals in @, and by pairs in a,. The teacher uses this list to build a
lecture fed with the students’ contributions. During this semi-improvised
lecture, he asks them to provide further clarifications, to rephrase their
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Figure 3.1 ArgueGraph (Jermann & Dillenbourg, 1999). The symbols “Op” refer to dataflow
operators as explained hereafter.

justifications, and to compare them. He reformulates the students’ justifi-
cations using the correct terminology and integrates them into a consistent
theoretical framework.

+ Ina,, each student writes a summary of the arguments collected by the sys-
tem in @, and a,, structured according to the framework presented in a,,.

This graph usually spreads across 3 periods of 50 minutes. The learning
analytics we conducted revealed that when students expressed conflicting
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opinions on a,, they produce significantly’ more novel elements and more
elaborated arguments in a, (Jermann & Dillenbourg, 1999). When I con-
ducted this graph with various classes, I used to break for 15 min between a,
and a,. Almost invariably, students would come back after the break, still very
high in energy, which was reflected by a high participation during a,. They
were eager to defend the position they selected in a; Once, I had to postpone
a, by a week, and it failed miserably—all the energy had vanished, students
participated in a, without the same engagement as usual. This anecdote illus-
trates —this edge has a limited elasticity; stretching it over time leads
to a loss of effect.

The ArgueGraph scenario illustrates the relevance of data operators in
orchestration graphs. This scenario includes 5 operators, illustrated by red
circles on

Operator,: After a,, an operator aggregates student answers in order to compute the
horizontal and vertical position of each learner and produce the opinion
map. This is an example of an aggregation operator ( ).

Operator,: Another operator uses the position of each student in order to form pairs of
individuals with conflicting opinions, which is communicated to learners
during a,. This is a social operator ( ).

Operator,: For a,, an operator aggregates—for each pair formed in a,—the answers
that the two peers gave individually in a,. This is also an aggregation
operator. This operator does indeed combine data produced in a1 and in
a,, except that it is placed on the edge e, 5, given the transitivity of edges
explained in

Operator,,: For a,, an operator counts all the answers and justifications per question,
for each individual and each team. This aggregation operator produces
several pie charts and tables that the teacher can use during the debriefing
lecture.

Operator,: For a,, an operator produces a list of all data collected per question, which
students will use to write their summary.

A graph of data operators constitutes a workflow—in our case, an educa-
tional workflow. A central point of this book is that these operators are not
simple implementation details; they translate a pedagogical idea
(in ArgueGraph, the socio-cognitive conflict) into an operational struc-
ture. They therefore constitute the core element of this chapter. The peer
grading process that is implemented in many MOOCs is another example of
a sequence of operators: the uploaded documents are assigned randomly to
reviewers and distributed, reminders are generated, reviews are collected and
processed to compute the grade, and so on. These operators bring peer grad-
ing to a scale that was not possible before.

1 Of course, the results provide some evidence that this scenario is effective, but they do not

validate the way I model the scenario.
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As a corollary to the previous point, an educational workflow enables
heterogeneous activities to be functionally integrated. In the past,
the reification of pedagogical models into incompatible technologies polarized
the educational landscape; for example, the constructivism behind LOGO was
considered incompatible with the behaviorist grounds of drill and practice
software. Technically speaking, they actually were incompatible. Fortunately,
the evolution of software architecture has reduced the technical incompat-
ibility between tools—a microworld can be integrated with a collaboration
tool, or a drill and practice with a project-based tool. Components from alien
environments exchange information; for instance as web services. A physics
MOOC in which a quiz measures students’ misconceptions can export data to
an educational simulation, which will generate experiments that correspond
to the detected misconceptions. Passing data across activities corresponds to
the idea of educational workflow developed in this chapter.

In a MOOC, the workflow conveys digital objects; for example, written
essays, environmental data collected by learners, or the comments associated
with other reports. Actually, workflows also exist in physical classrooms; when a
teacher distributes rock samples to students, collects response sheets from indi-
viduals, or asks peers to exchanges their copies, he operates a workflow in the
same way Jourdain was speaking in prose. Such physical workflows do not scale
up as easily as digital workflows. However, one reason for which paper is still so
ubiquitous in classroom routines is that paper workflows have great advantages
in terms of visibility and flexibility (Dillenbourg et al., 2011), which could inspire
the design of digital workflows. The fact that a teacher can compute these oper-
ators on a daily basis (as long as he does not have too many learners) illustrates
another key point of this book: orchestration graphs are not restricted
to digital education; they also model standard classroom practices.

Point 13 Workflows

Along the graph, some students’ products in a; become the inputs of a;. In
between, they are transformed in various ways. In the ArgueGraph example,
individual answers are transformed into positions on an opinion map, and then
positions are processed to form pairs with conflicting opinions. Interestingly,
the definition of a workflow includes the term orchestration, “an orchestrated
and repeatable pattern of business activity enabled by the systematic organi-
zation of resources into processes that transform materials, provide services,
or process information.”2 A workflow describes a sequence of operations on
data structures that are performed by humans or by computers. Workflow tech-
nologies were not invented for the field of education, but for business processes.

2 https://www.ftb.ca.gov/aboutFTB/Projects/ITSP/BPM_Glossary.pdf
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A classic example of a workflow is the processing of an insurance claim. After
an accident, the customer fills out a form, which then arrives at the insurance
company. First, the company verifies if this customer has a proper insurance
contract. If not, the claim is rejected, if so, they check the nature of the accident.

An accident without personal injury is sent to department “car,” while an acci-

dent with personal injury is sent to the department “persons.” The “car” depart-

ment then has two procedures, one for cars that are still in use and one for those
that have been stored in a garage. I don’t think I need to further develop the
example. The form, as a data structure, circulates from one corporate unit to
another. Its path is decided by the processing of the data it contains. These data
can then be completed with new data; for example, the payment decision. This
processing is performed either by humans and/or by software components that

I call “operators” in this book. The workflow is therefore a sequence of operators

that corresponds to a kind of algorithm, but at the company level; a component

is not necessarily a function, but can be a human activity, or even a full depart-
ment. An orchestration graph is a workflow that does not model a bureaucratic
process as in the insurance claim example, but an educational process.

A workflow is made up of operators that manipulate data structures.

« The workflow handles data structures (tables, files, databases) that con-
tain both the data provided to students (the object of activities) and the
data produced by the students (the product of their activities). These data
structures also store the traces left by students while performing activities.
In addition, they can integrate data coming from outside (e.g., indices pro-
duced in real time by the stock exchange).

« The operators transform these data structures from one activity into new
structures required to run the next activities. The range of transformation
is almost infinite—anything that can be computed.

In the following points, I propose a library of operators classified into 5

categories.3

« Aggregation operators gather data for subsequent activities, generally
located on a higher plane ( ).

« Distribution operators split data for subsequent activities, generally located
on a lower plane ( ).

« Social operators modify the social structure of activities ( ). They
rely on social distance criteria presented in

» Back-office operators enrich data with external information, including
information manually provided by human actors ( ).

A computational challenge is to express operators in a language that would be independent
of the data structures they manipulate. If they could be implemented with a high level of
abstraction, they would increase the interoperability among online education platforms,
MOOC:s, and others.
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I present 26 operators, but there could be many more—the set of operators
is a fantastic creative space for instructional designers. What follows is similar
to the library of edge labels that I presented in the previous chapter; I don’t
propose it as a fundamental ontology or an exhaustive inventory, it simply
illustrates the variety of operators that can be used and hence the variety of
orchestration graphs that can be designed. Several operators can be associ-
ated with the same edge; the combination of these 26 operators already covers
a broad space of possible data transformations.

Table 3.1 The library of operators for orchestration graphs.

Aggregation Distribution Social BackOffice

(A) Listing (D) Broadcasting (S) Group formation (B) Grading

(A) Classifying (D) User selection  (S) Class split (B) Feedback

(A) Sorting (D) Sampling (S) Role assignment (B) Anti-plagiarism

(A) Synthesizing (D) Splitting (S) Role rotation (B) Rendering

(A) Visualizing (D) Conflicting (S) Group rotation (B) Translating

(D) Adapting (S) Dropout management (B) Summarizing

(S) Anonymization (B) Converting

(B) Updating

Teacher activities, such as grading assignments, are represented as oper-
ators and not as activities, since the graph only describes student activities.
Conversely, peer grading is represented as an activity since the students per-
form it.

Even when computed automatically, an operator may take time to per-
form data transformation, which must be taken into account in the design of
the graph. For instance, team formation algorithms may be computationally
expensive. I anticipate that these operators may at some point be operated as
web services by external platforms.

Point 14 Aggregation operators

Aggregation operators collect products and traces from a; and elaborate
objects for a;, often located on a higher plane than a;. Aggregation is a com-
mon way of reusing data produced by students, especially when there are
many of them. Counting the number of students who answered correctly is
the simplest example of aggregation. Aggregation is one key for scaling up. I
describe 5 aggregation operators.

Operator (4) Listing: When associated with the edge e;;, this operator
uses the data collected in a; and produces a list for a;. For instance, in Argu-
eGraph, all individual and group opinions are listed in a, for the debriefing
discussions led by the teacher.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

THE OPERATORS LIBRARY 73

Obviously though, listing all objects does not scale up very well, as a list of
20,000 products would not be very useful for subsequent activities. Aggre-
gation has to be enhanced with data organization, which will determine the
way the data can be exploited in the next activity. Therefore, the following
aggregation operators include a differentiation component, that is, revealing
differences between data or subsets of data.

Operator (A) Classifying: When associated with the edge e;;, this oper-
ator uses the data collected in @; and classifies them for a;. This classification
can be done simply or with sophisticated methods.

« In some cases, data natively belong to a category, such as the answers to a
quiz or a numerical value between two ranges.

« Students can classify their own data when entering them into the plat-
form. For instance, the learner has to specify that his text response is a
“counter-argument” versus a “warrant,” or if the picture of a church that
he uploaded illustrates a “gothic style” or a “roman style.” This classifi-
cation should initially rely on a set of categories, predefined by the graph
designer, but the learners can be allowed to expand this set with their own
categories; for instance through tagging.
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Figure 3.2 For a biology MOOC, 10,000 students have to catch 5 insects around their house
with their family or friends (m,), freeze them, and take two pictures of them—one from above
and one from the side. The students then upload the 10 pictures on the website and specify the
longitude and latitude of their capture location. The system compares the collected pictures with
an existing database of pictures and classifies the 100,000 pictures automatically. It keeps the
top 20% of pictures for which the classifier produced the highest confidence value. The remaining
20,000 pictures are used to produce a geographical map of frequency of bug species per country.
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 Classification can result from machine-learning techniques. For instance,
the teacher manually classifies 100 examples among the 20,000 examples
generated by the learners into 4 categories. Next, an algorithm classifies
the 19,900 remaining examples based on their similarity with those clas-
sified by the teacher, using supervised machined learning methods, as in

« Other algorithms, called unsupervised machine learning, compare data
and form clusters of similar data. Some classification algorithms can be
also applied to texts (e.g., using latent semantic analysis), as well as to pic-
tures (based on computer vision techniques).

« If only a human eye can perform a meaningful classification—for example,
classifying an insect as being dangerous or not, — crowdsourcing meth-
ods (see distribution operators— ) enable the MOOC designer to
cope with scale: for instance, the algorithm randomly selects 10 pictures
for each of the 5,000 students who have to classify them. Crowdsourcing
methods may produce unreliable results, but several methods exist for cal-
culating the rate of inter-judge agreement, which gives an indication of the
reliability of the results produced.

Operator (4) Sorting: When associated with the edge ey, this operator
uses the data collected in a; and ranks them or sorts them for a;. Data can be
sorted based on one or several criteria; for example, numerical value, alpha-
betical order, number of characters, size of the group, age of the author (if
available), longitude and latitude of the author (IP address), distance from the
correct solution (e.g., measured by Levenshtein), or “edit distance.”* Again,
if sorting can only done by a human judge, a crowdsourcing algorithm may
randomly select two pictures among 10,000 and ask a learner which one is the
best, repeating this operation ten times per user with thousands of them, and
hence ranking the 10,000 pictures.

Operator (A) Synthesizing: When associated with the edge e, this
operator uses the data collected in g; and produces a synthesis for a;. A large
set of data, which has perhaps been previously categorized or sorted, can be
replaced by simpler data such as the frequency per category, the mean and
standard deviation, or approximating a cloud of data by a trend curve (

) that corresponds (or not) to the theoretical model. Most arithme-
tic operators can be used here; namely, any synthetic way of describing data
distribution.

Operator (4) Visualizing: When associated with the edge ey, this
operator uses the data collected in a; and produces a visualization for a;. The
results of previous operators are presented as lists, histograms (e.g., report-

4 The edit distance is the number of atomic character transformations necessary to transform

one expression into another.
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Figure 3.3 In a physics MOOC, students have to take an egg, weight it, and drop it from an
altitude of between 100 and 200 centimeters. When the egg lands, they measure the distance
between the splashes that are the furthest away from each other. Each student enters the values
of the weight, altitude, and distance after impact. The system produces graphs where every exper-
iment appears as a dot. The curve shows the behavior predicted by the theory. The teacher points
out which data are measurement errors (red dots) and those poorly explained by the scientific
model (on the right of the dotted red line).

ing answers from clickers), geographical maps ( ), graphs (

), or timelines ( ). The range of possible visualizations is infinite.
I won’t develop the art of visualization here, as there is abundant literature
about it.

A modeling language is mainly descriptive, but I have nevertheless dared
to produce some design recommendations.

o The features of the visualization influence what information
students have to process in the next activity, what they will com-
ment on, discuss, or discover, as well as what the teacher will be able to
point out in a subsequent debriefing lecture. The visualization has to be
designed with this didactic purpose in mind, that is, how to pedagogically
exploit the graphical representation in the next activity, not just for the
sake of producing fancy visualizations.

« Students are especially engaged when their own data are visualized.
These can be the products/traces they produced in previous activities:
“my” answers, “my” comments, “my” products, and so on. It would be
politically correct to suggest making data (semi-) anonymous here, but
this would reduce the engagement effect, since engagement is due to the
fact that students see their own name on the data visualization. Several
solutions exist, however; for example, replacing a student’s name with a
pseudo or designing the interface so that the student can see his own name,
but not the name of his peers.
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« An aggregation operator enables powerful activities when a differentia-
tion operator is used in the previous activity. This design principle will be
developed in
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Figure 3.4 For a MOOC in literature, each student chooses a novel published between 1930 and
1980 and counts the number of pronouns and verbs per sentence between pages n and n+5, where
n is randomly chosen by an operator. He chooses the author among a list of 10, enters the book,
year, and pronoun and verb frequency. Aggregated data are reused in the next lecture, revealing
how these authors influenced each other’s style.

Point 15 Distribution operators

Distribution operators distribute data from g; to the participants of a;, which
is generally located at a lower plan. Distribution means either sending data to
students (push mode) or giving students access to these objects (pull mode).
The peer grading solution in MOOC:s is a distribution operator (followed by an
aggregation operator applied on collected grades). Several distribution opera-
tors can be combined; I describe 5 of them.

Operator (D) Broadcasting: When associated with the edge ey, this
operator delivers the same data to all learners performing a;. This is the sim-
plest form of distribution.

However, the pedagogical interest emerges when different data are distrib-
uted to different individuals; the differences between the objects distributed
to individuals will influence the interactions that these individuals will have
later on, when working in teams to integrate these data. This pedagogical trick
is implemented by coupling a distribution operator with an aggregation oper-
ator. I refer to this coupling as the distribution-aggregation rebound, a design
pattern further explained in
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Operator (D) User Selection: When associated with the edge ey, this
operator lets users choose which subset of data they will be working on in a;.
Each learner or each team selects his/their objects among those proposed by
the system. The selection can be done either freely (if it does not matter that
some subsets are not selected by any learner or if some are selected multiple
times) or among the objects that remain available after the choices made by
the students who decided fastest (i.e., if a subset cannot be selected more than
n times or if all subsets must be selected at least once). The advantage of let-
ting learners select the object of their activity is a potential motivation gain—
they can pick what they like most. This motivation effect is important for long
activities; it won’t impact much on the performance on one exercise, but could
be critical for projects lasting weeks. But are students really able to choose, for
instance, the exercises they need? There is vast literature on this topic, but in a
nutshell, they converge towards the fact that making relevant choices requires
already having some knowledge of the topic.

Operator (D) Sampling: When associated with the edge ej;, this oper-
ator assigns a different subset of data to individuals or teams for a;. A subset
of data is assigned randomly or through an algorithm that guarantees that
every subset is assigned the same number of times. One distribution method
is stratified sampling; for instance, if 1,000 students have to analyze one city
in the world, the sampling operator could, for example, distribute cities in
such a way that each continent is represented by a number of cities propor-
tional to its position in economic rankings.

Operator (D) Splitting: When associated with the edge e;;, this operator
assigns a different subset of data to each individual within a team for ;. Typ-
ically, 3 individuals in the team receive a subset of the information necessary
to solve the problem they have been assigned to. The way this information
has been split is not random; it has to be designed in such a way that, during
teamwork, each learner can complement the other team members. This is the
famous “Jigsaw” method; since no one is able to solve the problem alone, they
have to interact intensively ( ). The subsets received by individuals
may partly overlap—a little bit of redundancy will facilitate teamwork.

Operator (D) Conflicting: When associated with the edge e;;, especially
an edge with the contrast label ( ), this operator assigns conflicting
subsets of data to individuals within a team for a;. This operator triggers a
key process in collaborative learning—the resolution of cognitive conflict—
where team members receive conflicting pieces of evidence. For instance,
they receive documents that defend opposite viewpoints, data that support or
reject the same hypotheses, or pictures or papers that present contrasting evi-
dence. Learning occurs from the elicitation of knowledge through argumen-
tation, as well as from the de-centration process, that is, the cognitive effort
necessary to adopt the viewpoint defended by one’s peer. A conflict can also
be created between teams; for instance, different teams get opposing sources
of evidence. In fact, my experience is that argumentation tends to be even
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stronger in these situations, because inter-team opposition increases intra-
team cohesion; individuals defend their team decision in a stronger way than
they would defend their personal position.

Operator (D) Adapting: When associated with the edge e;;, this opera-
tor chooses the most relevant material for an individual or a team in a;. This
is the oldest idea in computer-based learning; the learning material assigned
to a learner is chosen based on his knowledge, skills, motivation, or learning
style. Adaptation mechanisms are developed in . The available activ-
ities are distributed (i.e., assigned to individuals or teams), creating de facto
subclasses. The criteria used to assign activity a; to student s, should come
from empirical findings; namely, the so-called “aptitude-treatment interac-
tions” law which have shown that the effects of a pedagogical intervention
vary according to the individual features of learners. This paradigm led to
sophisticated research in education; specifically, adaptation to student fea-
tures such as “learning styles.” In the field of artificial intelligence, the effort
was to infer individual misunderstandings through student modeling pro-
cesses (Dillenbourg & Self, 1992). In practice however, the most important
feature that requires adaptation is the individual level of prerequisites. This
should be a priority of MOOC developers.

Point 16 Social operators

Social operators produce a social structure as an output. A social structure
maps the elements across social planes: individuals to teams, with or without
roles, individuals to classes, teams to teams, teams to classes, and so on. Social
operators are the key for scaling up collaborative learning methods.
Operator (S) Group formation: When associated with the edge e;;, this
operator uses the data collected in @; to select the learners that will consti-
tute teams for a;. The first operator constitutes groups of students for the next
activities. It can also be used to build subclasses. It requires 4 parameters.

FormGroups (S, Group size, Distance criterion, Min/Max)

« Sisthe class of students to be partitioned into groups. Groups do not usu-
ally overlap.

e Group size: The second argument is the number of learners per group,
with or without flexibility. Small groups (2 to 4) are recommended for
complex convergent tasks, while larger groups (6 to 10) are better suited
to divergent tasks (brainstorming), or tasks that can be easily divided into
subtasks. Larger groups require more management, which is fine if man-
agement skills belong to the target learning outcomes of the graph, but
biases performance measures otherwise. Very practically, making larger
groups offers the advantage of reducing the number of assignments to
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be graded. The group size can be expressed by two values, the lower and
upper limits: [4 6] means between 4 and 6, [5 5] means only 5. Given the
high dropout rate of MOOCs, I recommend keeping group size as a flexible
variable; this will enable groups to continue their work despite missing
members.

o Distance criterion: To determine the homogeneity or heterogeneity of
a group, the operator needs to know the criterion for measuring the dis-
tance between two individuals; this distance will be minimized for forming
homogeneous teams or maximized when forming heterogeneous teams.
The choice of this criterion is a key pedagogical decision—first, the designer
chooses the nature of teamwork activities to be set up, and from that, he
infers the way teams have to be formed; the differences among team mem-
bers of created teams will shape their interactions ( ). As the choice
of this criterion is pedagogically very important, I will explore it further in
the next point.

e Min/Max: For any distance criterion, this parameter specifies if the dis-
tance has to be minimized, creating homogenous teams, or maximized,
creating heterogeneous teams. This may require a substantial effort to
compute. It is also possible to form groups in which the distance is below/
above a certain threshold, as is the case for the ZPD edge ( ); the
learner s, must be more advanced than learner s,, but nonetheless in the
zone where s, will be able to perform with the help of s,.

Group formation is sometimes a natural alternative to a distribution oper-
ator; for instance, instead of distributing different pieces of information to
team members (the “splitting” operator), one can create teams with students
with different background information.

Operator (S) Class split: When associated with the edge e;;, this oper-
ator uses the data collected in a; to choose the learners that will constitute
subclasses for a;. This is not very different from group formation, except that,
as explained earlier, a subclass is not a team or a set of students who have to
collaborate on a task, but a set of students who do the same activity at the
same time. For instance, half of the class may participate in a debate with the
teacher, while the other half does lab exercises, or half of the class calculates
the regression in R and the other half with SPSS. The parameters of this oper-
ator are the same as the parameters used by group formation operators.

Operator (S) Role assignment: When associated with the edge ey,
this operator assigns roles to individual team members for a;. The pedagog-
ical value of roles during teamwork has been described in . When a
designer decides to structure teamwork with roles, all teams generally get the
same set of roles, one role being assigned to each team member. This operator
has the capacity to be more sophisticated. What happens if the social operator
has to form teams with 4 roles, but the total number of students in S is not a
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multiple of 4? How should the system handle teams of 2 and 5? If there are
more members than roles, a role can be duplicated, that is, anticipated in the
workflow that two members will play the same role in the same team. If there
are fewer members than roles, a “joker” can be allocated to the team (Dillen-
bourg & Hong, 2008); a team whose Role-X member is missing gets access
to the products of students playing Role-X in any other team. This solution
was implemented for the graph ConceptGrid, inside the online environment
ManyScripts (Dillenbourg & Hong, 2008). This web environment includes an
orchestration tool for teachers to follow teamwork and modify group forma-
tion, if necessary. Another graph is based on peer feedback: A writes a text,
B gives feedback to A, then A has to revise and resubmit it. Next, the revised
document is itself reviewed again by B. The distribution on assessments is
automatic, but can be manually modified in case of dropout, by editing the
table presented in

(1. Production [2. Feedback [3. collaborative Feedback [4. Revision
student
products |2 g [Frgh- (B eses |P.aeh e |Midin MO oW gt |He |Dewe Pl (M @ s [Feedback to give
Students
Armin 9 9 B
SBiem 20
Frank i ban I_/é o 2
Unassign feedback
Bengtanile ban : Y 2
view feedback
Pierre 9 9 2
ban
Kartsen 9 9 2
B
whishdom Kati b ERIES 2
vl Nils bar 9 9 2
A~ 9 9 H
Andreas ban
EE; :
Abetision bon
Paivi ban 9 9 2
S & & 2
Stavros ban
$antelis 9 9
ol o 2
Maarit s a1 £ N 2
Yiannis 9 9 5
i ban
Feedback to
rochive 2 2 2 2 H 2 2 2 2 2 2 2 H 2

Figure 3.5 Orchestration tool for the teacher in the environment ManyScripts (Dillenbourg &
Hong, 2008).

Operator (S) Role rotation: When associated with the edge e this
operator reassigns roles to team members in q; that were previously assigned
in a;. This operator complements the role assignment operator by redistrib-
uting roles that have previously been distributed; the criticizer becomes the
defender, the group leader becomes the note taker, and so on. Rotation is
more complex if the number of roles is not the same as the group size. The
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timing of rotation can be fixed (e.g., every week), task-based (e.g., every exer-
cise), or criterion-based (e.g., if a role holder fails). Combined with a loop
structure, this operator can implement, for instance, the “reciprocal tutoring”
graph ( ); because roles rotate at each iteration, the loop and role
rotation operators have to be combined. The reciprocal teaching graph is well
known because of its empirical effects (Brown & Palincsar, 1987). The loop
operator is combined with a role rotation. Two students who have a deficit
in reading comprehension read a text together. One child reads a paragraph
aloud, then the second child asks him a few questions, such as, “What’s the
main idea of this paragraph?” or “What do you think will come next?” At the
next paragraph, the roles are rotated (round arrow). This script led children
with a reading deficit to reach the average level of their class within a few
weeks.

Read Ask ﬂ\

Figure 3.6 Reciprocal tutoring (Csar & Brown, 1987).

A
<

Operator (S) Group rotation: When associated with the edge e;;, this
operator forms teams for a; with students who played the same role in their
respective teams in @;. This operator is the inverse of roles rotation. Roles
remain assigned to the same individuals, but the individuals change group. In
the geology scenario ( ), teams of four different experts are sometimes
interrupted. Learners playing the role “Mayor of San Francisco” in their team
constitute a new team with the mayors from every team. For 10 minutes, they
share their strategy or knowledge, that is, how to play the role of a mayor
in their team and how to convince peers, and then return to their original
team. In a MOOC with 10,000 students and teams with 4 roles, these “expert”
groups would have 2,500 members, which would require the operators to split
them into many groups.

Operator (S) Dropout management: When associated with the edge
e;;, this operator attempts to recompose teams for a; from which some stu-
dents dropped out in a;. The careful constitution of teams through social oper-
ators can be jeopardized by the high rate of dropout observed in MOOCs. It
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may be a good idea to start the team activity on the third week, since the drop-
out rate is already much lower (many students drop out after the first week,
when they realize the online course is too difficult or does not correspond to
their interests). If the team activity is a few hours long, spread over a week, it
can be postulated that most students who start the activity will complete it. If
the activity spreads over several weeks, the probability is high that some team
members will drop out and has to be anticipated in the workflow. If the loss
of a member increases workload for rest of the group (which is unfair; e.g.,
collect 10 instances of X), the workload can be reduced proportionally to the
new group size. If the missing person was holding a necessary piece of infor-
mation, the joker solution can be activated. This operator reaches the limit
of what can be automated; the teachers who manage the MOOC should then
be given access to an interface that complements automatic group formation
with manual adjustments ( ).

Operator (S) Anonymization: When associated with the edge ey, this
operator anonymizes a subset of the data collected in @; in order to use them
in @;. As soon as operators handle user data, privacy concerns appear. This
problem also exists in on-campus education (are individual grades publicly
displayed?), but the scale of MOOCs and the new possibilities of monetizing
private data have brought this concern to the public space. One solution is
to completely anonymize data, but this has drawbacks, such as the difficulty
of coaching users individually and the impossibility of delivering certificates
with the student’s name. An alternative is to selectively anonymize the subset
of the data that raises concerns; for instance, the data that will be displayed
by a visualization operator. Such a “selective anonymization” can actually be
difficult. This operator could be classified in the back office category (

), but I put it among the social operators, because it does indeed play a
social role. In many cases, it will be used in conjunction with another opera-
tor; namely, aggregation operators.

Point 17 Social distance criteria

This point is a parenthesis in the review of the library of operators aimed
at further developing the social operators. The social operators select team
members based on the similarities or differences between their members. The
criteria used by these operators for measuring the differences between indi-
viduals will influence the interactions in the formed teams. I call “social dis-
tance” the measure of differences between individuals. Here are some criteria
for measuring social distance.

Social distance criterion—Level: Two widespread practices are to
form groups with students that have the same level of skills knowledge or,
conversely, groups with different levels. The level of skills or knowledge can
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be measured during previous activities, through a pretest (see ), or
collected through a questionnaire (i.e., as a self-estimate). Forming homoge-
neous groups allows adaptive instruction, with high-level teams getting more
difficult tasks. Conversely, heterogeneous teams may result in richer inter-
actions. Some teachers fear that better students would be wasting their time
with weaker ones. However, studies show that by elaborating explanations,
the better student often improves his knowledge (Webb, 1989, 1991). How-
ever, a difference of level among peers that is too large could for instance gen-
erate a ‘free rider’ effect (see ).

Social distance criterion—Knowledge type: The difference between
learners may not be their level of knowledge, but rather the nature of their
knowledge. Hoppe & Ploetzner (1999) designed a creative scenario during
which they identified, through previous activities, students who mostly solve
physics problems in a quantitative way, applying formula, versus those using
more qualitative reasoning. Then, they paired students with different knowl-
edge types and gave them a physics problem that cannot be solved by using
only quantitative or only qualitative knowledge. This constitutes a kind of Jig-
saw scenario, exploiting natural differences among learners instead of gener-
ating artificial differences with a distribution operator.

Social distance criterion—Background: Many classes involve stu-
dents with different backgrounds; for example, chemists and biologists, or
architects and civil engineers, but also men versus women, young versus old,
single child versus child with siblings, and so on. This class heterogeneity is
often described by teachers as being a difficulty or a pitfall, but it can be turned
into an opportunity; for instance, by taking advantage of the multiplicity of
viewpoints and by trying to foster interdisciplinary skills.

Social distance criterion—Opinions: As illustrated by the Argue-
Graph scenario, opinions can be collected online and then used as criterion to
form consensual or conflicting groups.

Social distance criterion—Geography: Teams can be formed based
on the similarity or difference of the locations where students live or where
they come from. Homogeneous teams: If a chemistry activity is about ski wax,
it should be assigned to countries were skiing matters. Heterogeneous teams:
For many societal issues, comparing how problems are handled in Denmark
and Tanzania opens up great learning opportunities.

Social distance criterion—Time zone: If the graph includes synchro-
nous interactions; for example, a chat tool or using a concept map editor,
homogenizing the time zone within teams is practical. Conversely, if a task can
be split into subtasks to be sequentially processed, teams can be formed across
time zones in such a way that there is always someone working on the project.

Social distance criterion—Friendship: If data about friendship is
available; for example, because the MOOC environment includes a social net-
work, this can be taken as an element to minimize or to maximize in team
formation.
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Let’s conclude with a few words about the pair formation algorithm. We
have seen that in some cases the social distance will be minimized, forming
homogeneous groups, and in other cases, it will be maximized, forming heter-
ogeneous groups. Finding two individuals with the maximal distance is easy.
The difficulty is illustrated in the graph on the left of :if s, is associ-
ated with s,, their distance is maximal, but this implies that s, would then be
associated with s, despite their low distance. The graph on the right illustrates
the solution for maximizing distance: the operator calculates the partition of
S in teams of n students that maximizes the average distance between team
members. Calculating all possible partitions of S into teams of n students is
computationally expensive when S has 10,000 students.

N Os A __Os
\ O s, Os
S > < >
\\
\
.0 S, O
v \4

Figure 3.7 Examples of pair formation algorithms.

Point 18 Back-office operators

Various actors can add information to data structures, between two activities.
Feedback is the obvious case. These operators constitute the back office of a
MOOC. Some information cannot be provided by human agents, but by web
services. Here are some examples of these operators.

Operator (B) Grading: When associated with the edge ey, this operator
uses the data collected in @; and produces a grade for a;. This operator com-
pletes a data structure, at any x, with a grade—either a label or a numerical
value. If a teacher does the grading, the operator may be simply a field where
the value can be input, or a table where the teacher enters a value for each cri-
terion specified in the grading rubric. In other cases, the grading is done auto-
matically; this applies not only to quizzes or numerical answers, but also to
programming exercises, graded automatically by a parser, and even for essays.
Automatic essay grading is a very controversial issue, but it can be used in
combination with human grading.
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Operator (B) Feedback: When associated with the edge e;;, this opera-
tor completes a data structure, at any x, with feedback or comments. The feed-
back can be piece of text, a numerical value, some picture annotations, or any
elements added to a piece of code. The feedback can be generated manually by
the teacher, which requires a specific interface, or by an automatic grader, as
often used in MOOCs that concern programming languages.

Operator (B) Anti-plagiarism: When associated with the edge ey, this
operator analyzes the data collected in q; in order to measure the probabil-
ity of plagiarism. Plagiarism can be detected between two activities, and the
result can then be processed by edge controls ( ).

Operator (B) Translating: When associated with the edge e;;, this oper-
ator translates the data collected in @; in one language into another language
for a;. An operator could use an external service for translating the assign-
ments written by students in another language into the main language of a
course.

Operator (B) Updating: When associated with the edge e;;, this opera-
tor updates data with external sources between q; and a;; for example, stock
exchange values or weather data. Some documents or assignments may
include variables, with a dynamic link to web sources of information (RSS
Feeds, APIs) in such a way that they are automatically updated.

Operator (B) Converting: When associated with the edge e;;, this oper-
ator converts the data collected in g; into equivalent data for a;. Automatic
conversion may be relevant if 500 students upload an architecture project
defined in centimeters and 200 do the same with projects defined in inches; if
some geology students describe an oil reservoir in depth (3,000 meters) while
others use altitude (—3,000 meters); or if students upload business plans
expressed in 56 different currencies.

Operator (B) Summarizing: When associated with the edge e;;, this
operator uses the texts collected in a; and produces a summary for a;. As con-
troversial as automatic translation, automatic summary could be used for
enriching an assignment with a summary. Less controversial are statistical
summaries (e.g., the number of words).

Operator (B) Rendering: When associated with the edge ey, this oper-
ator uses the graphic objects collected in a; and renders them as a list in a;,
turning any object defined mathematically into a 3D object, with textures,
shadows, and so on.

These two last examples apply only to some objects (respectively texts and
3D objects), and illustrate the fact that the list of operators could easily be
expanded.

Even if some of these operators are mere technical actions, they can bring
added value to learning activities. Some of them require external tools, either
user interfaces for humans who provide the data (e.g., a feedback tool for the
teacher) or software interfaces for other applications (web services). I expect
to see the development of many services around MOOCs and online education,
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that is, companies that do not provide online courses, per se, but various ser-
vices to the companies who provide the courses or to the students who take
them. This is already the case for online proctoring services; some companies
offer services such as verifying the identity of learners when they pass an exam
online and minimizing their cheating opportunities.

Point 19 Patterns of operators

Is an orchestration graph only relevant for the learning objectives for
which it has been designed? Let’s consider ArgueGraph ( ). It has
been implemented in an environment that allows a teacher to modify the
questions that students will argue about. However, this does not imply that
any topic can be taught with this graph. It is relevant if the learning goals tar-
get declarative knowledge, but it is not appropriate for procedural knowledge
and problem-solving skills. It is suited for domains where there is no clear
right or wrong response, that is, where pros and cons of different solutions
have to be balanced. This includes many domains, but does not make Argue-
Graph applicable to any domain. In other words, a graph is not applicable to
any content, but some graphs can be reused across several domains, keeping
the global structure while modifying some details. This point addresses the
generalizability of graphs.

Despite the fact that ArgueGraph is not universal, it is based on a ped-
agogical idea about how to trigger cognitive conflicts, which is reusable in
other graphs. For instance, a Simquest> graph developed by Gijlers and de
Jong (2005) for learning from simulations follows the same idea; students
express hypotheses about the scientific phenomena to be simulated, and
the system forms pairs of students who associated conflicting hypotheses to
the same experiment. In other words SimQuest and ArgueGraph appeared
independently from each other as two instances of a general idea, natural
conflict, based upon already mentioned theories of socio-cognitive conflict
(Mugny & Doise, 1978). This pattern is based on a single operator, team for-
mation; the operator forms pairs of students who naturally bring their con-
flicting hypotheses or opinions to the activity. In a MOOC, the set of students
is naturally rich in divergences, as the students live in different countries, dif-
ferent climates, and in different political and economical systems. When the
natural class diversity is not sufficient, the graph may purposely be increased
to “engineer” the conflict; different data, information, or viewpoints are dis-
tributed to different team members in order to induce the expected conflict.
This pattern, induced conflict, combines two operators, a team formation
operator and a distribution operator.

5 This is the name of the guided-discovery platform in which the graph runs.



This document is the property of Stian Haklev (shaklev@gmail.com) - July 10, 2015 11:27

THE OPERATORS LIBRARY 87

The conflict-raising mechanism illustrates what I refer to as a design pat-
tern: a design pattern is a pedagogical mechanism expressed as an
abstract subgraph. It is a subgraph because it involves one or a few oper-
ators within the graph, not the whole graph. It is abstract when the specific
content elements are extracted away and only the core pedagogical idea is
kept.

Another well-known pattern is the Jigsaw pattern, illustrated by the
geology graph presented in . The pedagogical idea is to strengthen
interdependencies between team members. The pattern functions by distrib-
uting information to individuals and asking them to integrate their individual
information in order to perform a task that none of them could perform with-
out the information provided by the other teammates. Each team member has
to assimilate his data or information in order to integrate it with contributions
from the rest of the team. This assimilation activity can be an individual activ-
ity, for instance, reading a text (as in ConceptGrid example below) or analyz-
ing the data. Assimilation can also be supported by having expert groups; that
is, activities that bring together students who play the same role across differ-
ent teams ( ). The integration activity can also be a problem-solving
task. In conceptual domains, it can be to build a concept map.

In an orchestration graph, these two design patterns, conflict resolution
and Jigsaw, take the form of a distribution-aggregation rebound, illus-
trated in ; it connects 3 activities with a distribution operator fol-
lowed by an aggregation operator. The pedagogical idea behind this rebound
is the following: if a distribution operator is applied between r, and =, the
differences between the objects distributed to individuals will influence the
interactions that these individuals have to engage with later on, when working
in teams to integrate the data. I have depicted this rebound with two exam-
ples of graphs. They illustrate the fact that the notion of an operator is not a
technical or operational detail of graphs, but that operators actually translate
pedagogical ideas.

The ConceptGrid graph (Dillenbourg & Hong, 2008) is an instance of Jig-
saw patterns that illustrates the distribution-aggregation idea. Its goals con-
cern declarative knowledge; namely, domains where students have to acquire
a certain number of concepts and relate them to each other. Each team has to
build a concept grid—a sort of concept map. Each team is composed of several
roles (the number of roles can be determined by the teacher) and each role
necessitates reading several papers (the number of papers can be determined
by the teacher) that correspond to the selected role. Typically, a student will
play the role “Piaget” by reading papers from Piaget. Each student selects a
role that has not yet been selected by another team member, and the system
simply distributes readings assigned to each role. Then, when each student
has learned about a subset of concepts, the team has to build a grid in such
a way that students can define (text entry) the relationship between two grid
neighbor concepts. The way in which concepts are distributed among team
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Figure 3.8 Distribution-aggregation rebound 7,-7t,-71,.

members will determine who explains which concepts to whom in the grid
construction activity.

The concept grid illustrates a sequence r,—r,—7,, but the distribution-ag-
gregation rebound can also be applied to m,—m—n,. Distributing different
objects for an individual activity leads students to elaborate different prod-
ucts. The teacher may then collect and exploit the differences between the
students’ products during a debriefing lecture. The pedagogical idea behind
is that by carefully designing the way data are distributed, the teacher deter-
mines the range of objects he may use in the next activity. This allows, for
instance, for implementing the ‘contrasting cases'method, which is efficient
for guiding the students’ inductive reasoning (Schwartz & Bransford, 1998). I
have illustrated this approach with a fictitious graph for teaching human-com-
puter interaction, inspired by a scenario I implemented on a small scale many
years ago. The teacher proposes 4 versions of a website in which users order
train tickets. Each of the 10,000 students has to order 5 fake tickets with two
of the four versions of the website and then fill in a usability questionnaire.
The system distributes interfaces to students in such a way that (1) all inter-
faces are tested by the same number of students, and (2) 50% of the students
test A before B and 50% the other way around. The aggregation operator pro-
duces a comparison of the task completion time and the number of errors on
each interface. It creates contrasted graphs, such as , where we can
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Figure 3.9 Distribution-aggregation rebound 7 -mt,-7,,.

see that interface B generates fewer mistakes at the beginning than A, but that
the error rate decreases faster with A.

The reciprocal tutoring graph presented in illustrates the mutual
regulation pattern, which is relevant for problem-solving tasks that require
heuristic knowledge. In this graph, learner s, reads a paragraph aloud, after
which, learner s, asks him comprehension questions. These two roles are
switched at each paragraph. The goal is the acquisition of comprehension
monitoring skills. For instance, when solving equations, students combine
procedural knowledge (how to manipulate algebraic expressions) and heu-
ristic knowledge (which operator to apply when). In many problem-solving
tasks, activities may similarly be discriminated against at task level, for basic
manipulations, and for the regulation of task-level activities, called metacog-
nition. The mutual regulation patterns work as follows: for one problem,
the student is asked to regulate (control, monitor) the activities of his peer,
which is easier than to self-regulate, since in self-regulation, the cognitive load
induced by task-level actions and the cognitive load induced by regulation is
cumulated. For the next problem, the operator/regulator roles are switched.
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Figure 3.10 Mutual regulation.
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Experiments revealed that if a student regulates his peer, he becomes better
able at self-regulation (Blaye, 1988).

In this mutual regulation pattern, the team activity is split into the task
level and the regulation level in order to make regulation explicit. In the Jig-
saw pattern, the team activity is split into different subsets of concepts in
order to increase the need for mutual explanations. In the conflict resolution
pattern, the team activity is split into opposite viewpoints in order to trigger
the argumentation required to bypass this conflict. Across these three pat-
terns, there is an even deeper idea in common, which I have named SWISH.
This acronym stands for Split Where Interaction Should Happen (Dillenbourg
& Hong, 2008): the differences created among team members deter-
mine how they will interact in a collaborative task in order to reach
a shared solution despite their differences. Let’s consider a course on
economics. Two learners receive data concerning the level of unemployment
and the level of taxes across countries. The first learner gets data from 10 coun-
tries where there is a negative correlation between tax and unemployment.
The second learner gets data from 10 countries where there is no correlation
between these variables. This difference between the data set assigned to each
learner will lead the pair to discuss the liberal hypothesis according to which
taxes reduce employment. The nature of the difference induced by the graph
operator (by the data) determines the nature of interactions among peers.

The idea of increasing divergence among learners may seem contradic-
tory to the fact that collaborative learning is often defined as the process of
constructing and maintaining a shared understanding of the task (Roschelle
& Teasley, 1995). Why then would the task distribution created by SWISH
be a good thing for team learning? Actually, learning does not come from
the fact that students understand each other, but rather from the effort they
employ in order to develop this shared understanding despite their differ-
ences (Schwartz, 1995). Distributing data is the way to “design” these differ-
ences and hence to determine the “effort towards a shared understanding”.
The term “effort” refers to the intensity of interactions, namely explanations,
argumentation, and mutual regulation. For tuning the collaborative effort, a
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graph creates differences (“split”) among the students and, subsequently, the
interactions necessary to maintain collaboration produce the desired learn-
ing outcomes. Increasing collaborative effort may, of course, also damage col-
laboration (Dillenbourg, 2002). As is often the case in educational design, a
trade-off is required; on the one hand, natural conversation tends to minimize
collaborative effort (Clark & Wilkes-Gibbs, 1986), on the other, collaboration
breaks down if understanding one another becomes too painful. Educational
design searches for the sweet spot between easiness and workload, the “opti-
mal collaborative effort” (Dillenbourg & Traum, 2006).

As it is common to several patterns (conflict, Jigsaw, mutual regulation),
SWISH can be described as a more abstract pattern. Let’s imagine that an
operator computes the difference between members of a team. This differ-
ence can be a difference of viewpoint, opinion, knowledge, or based on most
of the criteria used in to compute social distance. Let’s call A; the dif-
ference among team members at the end of activity q; ( ). It could
be a value that ranges between 0, in the implausible case where learners have
perfectly aligned viewpoints, and 1 in the equally implausible case where the
two learners do not have a single point of commonality. SWISH describes
the variations of Aj; in team activity a,, there is some natural divergence
(A,) among team members—they rarely have exactly the same knowledge
or the same understanding. An activity a, is then introduced that purposely
increases the divergence inside teams (A,); for example, reading papers that
defend conflicting hypotheses. If the next activity a, requires teams to build
a shared solution (i.e., if A; has to be small), the effort necessary to mini-
mize A, is therefore more substantial than it would have been, if a, had not
increased their divergence. In other words, the SWISH pattern increases
“the effort towards a shared understanding” (Schwartz, 1995), this increase

Degree of divergence

0 . N . #

a ap as

Figure 3.11 The SWISH principle, with the degree of divergence in a team shown vertically.
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being summarized as A;—A, > A;—A,. The mere fact of increasing A, does not
increase the learning effort, per se, if a, does not constrain teams members to
build a shared solution, that is, to reduce A, to A,. Of course, if A, is too high,
the interactions will simply break down. In Jigsaw graphs, A, is increased by
providing peers with different information. In conflict graphs, A, is boosted
by providing students with conflicting evidence. ArgueGraph forms teams in
order to maximize A,.

SWISH is not only about the effort intensity, but also about the nature of
interactions; the difference created in a, will determine what students have
to argue about in a,, as illustrated below. describes another graph
that applies the SWISH principle. Teams of 3 learners conduct experiments
through a simulation distributed over 3 phones. The graph addresses some
pitfalls of enquiry-based learning (de Jong & Van Joolingen, 1998):

e Lack of clear hypothesis: individuals have to express hypotheses (a,),
which forms groups with conflicting hypotheses (Gijlers & de Jong, 2005).

+ Inconsistent experiment design: in a;, each team member sets the param-
eter value on his phone, which forces discussing these values explicitly.

Intro Synthesis
(=] o | [

Make

hyppthesis Negotiate parameters  Discuss results

AR —

Run |
| | Exp- | |

az
Hypothesis Table Graph Histogzﬁn

Enter VO [m/s]: 10
[Enter M [g]:

Figure 3.12 The Wisim Graph. (a,) The teacher conducts an introductory lecture providing
background knowledge on the phenomenon to be simulated. (a,) Each student is invited to
express a hypothesis. (a;) All hypotheses are summarized by the teacher (a,) Students with oppo-
site hypotheses form a team and decide to test a hypothesis . (a;) Team members negotiate the
values of the parameters which are to be entered, each team member entering one parameter
value on his phone (ag) Team members discuss the results, each of them receiving a different
representation of the same simulation results. The group repeats Phases 4 to 6 several times. (a,)
This debriefing session aims to synthesize the results of the simulation, by for instance, compar-
ing all collected values on a graph and integrating them into a theoretical framework.
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+ Incorrect data interpretation: In a,, each team member gets a different
representation of results, which they have to integrate. Alternatively,
they could get conflicting results, which is often the case in scientific
experiments.

Is a design pattern a learning theory? No, because a learning theory pre-
dicts the learning outcomes and explains the learning process. A design pat-
tern does not make prediction. In architecture, the “upper entrance” is a design
pattern for houses located lower than the road or on steep slopes; it is com-
mon to many architectural designs, but it does not predict the quality of life
of inhabitants. The graph design patterns do not predict learning outcomes,
although they are accompanied with some hypotheses (such as SWISH) of the
mechanisms by which they may trigger rich social interactions.

The patterns of operators I have presented reflect my personal approach
to “scripting” collaborative learning (Dillenbourg & Hong, 2008). Many other
design patterns exist that do not reflect this approach. Several authors have
proposed multistep approaches for inquiry-based learning, that is, learning
from conducting real or simulated experiments/studies. For Mulholland et
al. (2012), the orchestration of inquiry learning is a graph with 8 steps called
respectively, “Find my topic,” “Describe my question or hypothesis,” “Plan
my method,” “Collect my data,” “Analyze my data,” “Decide my conclu-
sions,” “Share my findings,” and “Reflect on my progress.” Muukkonen et al.
(2002) propose different steps: “Creating the context,” “Setting up research
questions,” “Constructing working theories,” “Critical evaluation,” “Search-
ing and deepening knowledge,” “Generating subordinate questions,” and
“Constructing new working theories.” Even if these scenarios have not been
described as patterns of operators, it is relatively easy to perceive the workflow
idea behind these scenarios.

Another multistep scenario is project-ba