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Reality test. The media's
varied interpretations of the
Thai AIDS vaccine study's
results reflect the widespread
confusion over the meaning
of statistical significance.
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Mission Improbable: A Concise and Precise Definition
of P-Value
By Jon Cohen
ScienceNOW Daily News
30 October 2009

Victor De Gruttola, the chair of biostatistics at the Harvard School of Public Health, is passionate
about his p-values. That's why he was apoplectic last month when an esteemed colleague and
prominent AIDS vaccine researcher spoke with him about the widely publicized results of the
largest ever AIDS vaccine trial. "The probability that this vaccine didn't work was only 4%," said his
colleague, whom we will call Thor to spare from further embarrassment.

Most mere mortals would assume that was a reasonable interpretation of the results of the Thai
trial, in which 51 out of 8197 people in the vaccine arm of the trial became infected with HIV,
compared with 74 out of 8198 people who received a saline placebo shot. That translates to a
difference of 31.2%, which led to a p-value of 0.04, just below the arbitrary but widely used
statistically significant cutoff of 0.05. (Two other analyses of the data did not reach p <0.05, but
that's a different statistical dilemma.)

To De Gruttola and legions of other biostatisticians, Thor's blunder was an infuriating and
misleading mangling of the meaning of p-values. In his view, far too many scientists and the journalists who cover them (mea culpa)
garble the meaning of the term.

The debate might seem like a semantic fine point, further evidence that statisticians are from Mars and the rest of us are from Earth.
But to De Gruttola and his fellow martians, the widespread confusion about such a fundamental concept has huge stakes: p values
help biomedical researchers determine which products to move forward--or at least, in the case of the Thai study, to build on--and
which ones to toss in the trash.

To heal wounds and improve communications between biostatisticians and the confused masses that rely on them, De Gruttola
agreed to discuss the details of what p value means and does not mean with ScienceNOW. But, as you'll see, the probability that this
will solve the problem is low.

SN: What does a p-value of 0.05 mean?

V.D.G.: Everything starts with a scientific context in which you're developing an intervention to do something that's going to make
people healthier or happier. So there's a goal for this new intervention to have a measurable impact on somebody's life. That goal
must be turned into a hypothesis. Often in clinical research, the hypothesis you're testing is that the treatment does not work. One
hopes to reject the null hypothesis--namely, that the intervention does not make people happier or healthier--and prove that the
treatment in fact does work.

SN: A lot of smart people read Science. The results say the p-value is 0.04. How would you say that in a sentence? The
journalistic way to handle it is to say there's less than a 5% chance that the results are misleading. But that makes you guys
bristle.

V.D.G.: I don't really like that too much. If there's a p-value of 0.04, it says the probability is only 0.04, or one in 25, that you would
have seen results in the magnitude that you saw or even larger if there were not true vaccine effects. Science readers should know, I
believe, what a p-value is.

SN: I can put a finer point on it. I think it means there's a less than 5% chance that I'm going to say this worked when it really
didn't.

V.D.G.: It's not that. It's really not like that. It's the difference between I own the house or the house owns me. It's two different
concepts. If you're trying to get me to recant like Thomas Moore in the age of Henry the VIII, you're going to have to have a great big
ax. I'm not going to recant.

SN: But the average person thinks you did a study, and you want to make sure you're not making a mistake. Something could
happen by chance and you could assume something that is real when it isn't. And by "real" I mean something that would not
be reproducible if you were to do it again.

V.D.G.: Reproducibility is a great argument, and I think that's an excellent point. The other way you could say this is assume the
vaccine does nothing, it's water. If we did the experiment 25 times, we would expect one in 25 times to get results that are as large or
larger than the ones we saw.

SN: What's the phrase you read in the newspaper or hear on the morning news that makes steam come out of your ears?

V.D.G.: Probably the most frustrating one is it's the probability that the vaccine works, which is a different concept. It would be better
to say you did the experiment 25 times, and the vaccine really doesn't work, but one in 25 you get results as impressive as the ones
you saw. Isn't that going to communicate to your audience?

SN: It is. But it's a lot of words.
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V.D.G.: If you have a little insert, you should be able to say that much.

SN: You know the reality is that an editor will look at this and go, wait a second, the plain English here is the p-value cut off
of 5% means we have 95% confidence that this is real. Does that sit okay with you?

V.D.G.: No! No! That it's real? It's not the probability that the vaccine works. It depends on what "this is real" means. You're saying,
"Why can't you say it simply?" You see that language all the time, and clinicians interpret it wrongly. That's like Thor.

SN: I understand that it gets under your skin, but it doesn't seem wrong to me. It seems like poetic license.

V.D.G.: You're saying it's a poetic difference? I say, no, it's a huge qualitative difference between what this study shows and the
statement that we think the probability that the vaccine works is 96%.

SN: We're at the nub of it now. I know it's pissing you off.

V.D.G.: Right.

SN: To the average person, the probability the vaccine worked one-third of the time is what the study says. In all probability,
this vaccine works one out of three times.

V.D.G.: No. It doesn't say that. That's just a point estimate with a huge confidence interval. With a p-value of less than 0.05, what it
says is that you're 95% sure that if you replicated this study 20 times, 19 out of the 20 times the confidence interval you estimated
would contain the truth. Adding confidence intervals to this would be helpful.

SN: The reason that is so unsatisfying to most people is the confidence interval here is 1.7 to 51.8. That idea makes the brain
become disengaged. My confidence is that it worked somewhere between 1% and 52% of the time? What does that mean?
Nothing.

V.D.G.: It means you really don't know whether it worked or not. In other words, you aren't a whole lot further than you were before
you started.

SN: I guess it would be fun to look at the confidence interval of something that clearly worked.

V.D.G.: I think that's a great point. So we could look at the confidence interval on triple therapy with antiretrovirals compared to dual
therapy. [This was the breakthrough in 1996 that led to the first powerful anti-HIV treatments ACTG 320 was one of the first studies
that showed this.]

SN: I remember when I first saw the data. I said, "Oh, that's what it looks like when antiretrovirals work." I looked at one slide
and said, "I've never seen that before." What was the confidence interval?

V.D.G.: I have the data here. The endpoint was AIDS or death, and you had half as many people who had AIDS or death in the good
arm versus the bad. The confidence interval was.33 to 0.76. The p-value was 0.001.

SN: So even in something that really works, that's still saying it reduced AIDS or deaths somewhere between 33% to 76%.

V.D.G.: There's still a certain amount of variability, you're right. The main thing that this reflects is sampling variability. That 0.33 and
0.76 means if you replicate this 20 times, 19 times out of 20 on average that interval would contain the truth.

SN: People say to me all the time: "If you need a statistician to know whether it matters, then it doesn't matter."

V.D.G.: That's where they're wrong. Take the example of antiretroviral drugs, where you got small effects with studies of individual
drugs compared to two drug therapies that you really could not have detected without the right kind of study and right kind of
statistics. And then we built up to a more potent effect when we combined three drugs. Sometimes you do make a leap that does not
require this type of careful study because it's not incremental. But incremental improvements are often most efficiently investigated
by using statistical methods.

SN: Switching gears, you have called the 0.05 cutoff a "fetish."

V.D.G.: It's a lottery idea. One number off and you go from multimillionaire to pauper. It's a perfectly arbitrary thing. You're separating
the saved from the damned based on a number. What makes the 95% confidence interval a useful idea is that it's made fairly
consistent across studies so you can see a confidence interval and it has a similar meaning.

SN: But in the real world, if you reach statistical significance of 0.05 in your study, your product moves forward.

V.D.G.: Well, the U.S. Food and Drug Administration requires two studies that reach 0.05. And two studies at 0.05 is a much higher
level of protection if those are two independent studies. It's 0.05 times 0.05, which is 0.0025. That's why they require two. One study
at .05 doesn't mean much. If you're doing a lot of studies, the probability that you'll have one that reaches 0.05 can be quite high.

This is the other point that needs to be taken into consideration--the multiple comparisons. If this were the only vaccine study that
had ever been done, you would interpret it differently than if there'd been a number of studies, including studies with the same two
components, that were negative.

SN: You're suggesting combining the two earlier AIDS vaccine efficacy studies that have been done?

V.D.G.: You look at the totality of the evidence. For vaccine efficacy, it really doesn't look so good. If this were a p-value of 0.001, like
ACTG 320, that's impressive even in the context of a bunch of studies going on, some positive, some negative. The 0.04 in the
context of other studies is not really impressive. The probability that one of these studies would give us 0.04 result is 11.5%. It's
roughly comparable to the chance of getting snake eyes if you threw the dice three times.

If you do a lot of studies and a bunch of them are positive, then you get very, very excited something is going on. If you do a bunch
of studies and only one of them is positive, then you don't get so excited.

SN: That's precisely the opposite of what happens. In the real world, a field like the AIDS vaccine one has so much failure that
when researchers see positive data they say, Eureka!

V.D.G.: That's a good point. But you have to take into account the context. Eventually if you shoot craps, you're going to shoot a seven
or 11. You could say, "Gee, I threw so many times and didn't get a winner, but then I prayed to my local deity and got a seven. First I
prayed to this saint and then another one and then to a third one and finally I prayed to the local one and got a seven." That's the
saint that worked for you. That's how humans have reasoned for time immemorial, until people started to get statistical--and started
fighting with people like you.

SN: If the AIDS vaccine field has a positive finding, what does it have to be before people can say, "We can take this to the
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bank, it's real, it's good."

V.D.G.: You want to see a nice, healthy, strong p-value, at least less than 0.01. Then you really start talking about something you want
to put your money on.

If you are a glutton for punishment and want to further explore the definition of p-value, peruse the Wikipedia page on the subject. It
cannot be proved with any degree of certainty that statisticians actually wrote the page, but in all probability, they did. The definition
illustrates why the concept makes even very smart people reach for their liquor cabinets: "In statistical hypothesis testing, the p-value
is the probability of obtaining a test statistic at least as extreme as the one that was actually observed, assuming that the null
hypothesis is true." And the Wiki page tellingly spends more space on "frequent misunderstandings" than it does on the definition
itself.
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Lbkramer1@verizon.net
This preaching is to the already converted when the excellent dialogue appears in SCIENCE. VDG would do a lot to" right" things to address
TV,newspaper and popular magazine "reporters"

Michael Spencer
This isn't complicated, and I am shocked to see this kind of discussion on Science. "There's a less than 1 in 25 chance that this is random". How
hard was that?

Dave
I am disappointed that there has to be this kind of discussion on Science, but I am not shocked. Probability and statistical inference are, in my
opinion, some of the most poorly understood aspects of science. Even people who would call themselves scientists can have trouble getting it
right.

Hao
Michael, you are incorrect, and let me give you an example of why:  
 
For a fair coin that goes through 5 random, independent tosses, the probability of getting 6 heads is 1/64 or 0.015625.  
Suppose that you are actually conducting a statistical test where your null hypothesis is that your coin is fair and your alternative hypothesis
is that the coin isn't fair. In that case, if did get 6 heads, your p-value would be 0.03125, which means that if the coin were fair, the
probability is 0.03125 that you would get the same or rarer results (which includes the 6 heads and 6 tails outcome, hence the p-value is
twice 1/64)  
 
That is COMPLETELY different from saying that there is less than 1 in 32 chance that the coin is fair (or random). In actuality, that is a
*different* question. To answer that, you might ponder the number of unfair coins (two-headed coins, for instance) compared to fair ones
(everything else, we assume). If the actual probability of encountering a two-headed coin is 1 in 1,000,000, then that probability is 0.000001.
If we knew that, then using our data (the outcome of 6 heads) and Bayesian statistics, we can calculate the probability that the coin we
actually flipped is either fair or two-headed. (Un)fortunately Bayesian statistics are relatively uncommon, because there are other problems
involved. (Mainly, the prior probability of encountering a fair or two-headed coin.)  
 
To put it shortly, if you think back on my example, the p-value obtained (1/32) should seem abnormally large to you, given that you have
probably seen more than 32 coins (probably a lot more), none of which (I'm guessing) were two-headed. At the same time, you know that if
you do flip a fair coin 6 times, you have a 1 in 32 chance of getting 6 heads or 6 tails, which is very different from saying that there is a 1 in
32 chance that your coin is fair (if you obtain an outcome that is 6 heads or 6 tails.)

Guest
Should the "p" in p-value be capitalized in any circumstance....for instance in the title to the article? does p = P ?

Mark
"V.D.G.: ... The confidence interval was.33 to 0.76. The p-value was 0.001. 
... 
V.D.G.: ... That 0.33 and 0.76 means if you replicate this 20 times, 19 times out of 20 on average that interval would contain the truth." 
 
Shouldn't that be, "...if you replicate this 1000 times, 1 time out of 1000 on average that interval would contain the truth." Since the p-value was
0.001, not 0.05.

Mat
Wow, they have just invented hot water here. Most scientists use p-values, they should simply know how this thing works right? This is plain
textbook stuff... 
 
The fact that journalists don't know is hellishly annoying, but I suppose this article won't change anything. As stated before, reporters too should be
taught how to properly use p-values. 
 
But then, which crazy reporter would want to learn statistics?

BCL
Because the P-value is low, we must reject the null hypothosis, which in this case is "There is no difference between the two distributions". Just
because you can differentiate between the two distributions (and not all that well as a p-value of 0.04 isn't that much less than .05), it does not
mean that the treatment worked particularly well for most people. It just means that the groups are statistically different from one another -- but
only a little. A p-value of 0.001 would indicate a much more favorable treatment. I would guess that there might be other factors influencing the
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selection of the subjects in the case study which may have scewed the results and that in fact, there is no significant difference between the two
groups.

News  |  Science Journals  |  Careers  |  Blogs and Communities  |  Multimedia  |  Collections  |  Help  |  Site Map  |  RSS
Subscribe  |  Feedback  |  Privacy / Legal  |  About Us  |  Advertise With Us  |  Contact Us
© 2009 American Association for the Advancement of Science. All Rights Reserved.
AAAS is a partner of HINARI, AGORA, PatientInform, CrossRef, and COUNTER.

Your name here...

To This Page

Follow

What's on your mind...

Cancel Post

From


