
Quantum perspectives in computing, sensing, 
communication, and metrology

Edoardo Charbon

EPFL, Lausanne, Switzerland



Aknowledgements
Simone Frasca

Jiang Gong
Pascal ‘t Hart

Harald Homulle
Yatao Peng

Andrea Ruffino

and

Masoud Babaie
Andrew Dzurak

M. Fernando Gonzalez-Zalba
Daniele Faccio

Fabio Sebastiano

© 2020 Edoardo Charbon 2



Outline

1. Quantum computing (2 periods)
2. Cryogenic electronics (2 periods)

Available in a future class:
3. Quantum algorithms (2 periods)
4. Quantum imaging and communications (1 period)
5. Quantum metrology (2 periods)
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1. Quantum Computing



Suggested Reading
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FOUNDATIONS of quantum
mechanics were laid in the
period 1900–1926, including
seminal contributions from
the seven physicists shown at
the right. Over its century of
development, quantum me-
chanics has not only pro-
foundly advanced our under-
standing of nature but has
also provided the basis of nu-
merous technologies. Yet some
fundamental enigmas of quan-
tum theory remain unresolved.

MAX PLANCK
(1858–1947)

ALBERT EINSTEIN
(1879–1955)

NIELS BOHR
(1885–1962)

QUANTUM
MYSTERIES

by Max Tegmark and John Archibald Wheeler

100 Yearsof

Atomic Bomb
(1945)

Transistor (1947)Discovery of Superconductivity (1911)

1900s 1910s 1920s 1930s 1940s

100 Years of Quantum Mysteries

Planck Explains 
Blackbody Radiation (1900)

Einstein Explains 
Photoelectric Effect

(1905)

Bohr’s Theory of 
Atomic Spectra

(1913)

Bose-Einstein 
Condensation Predicted

(1924)

Quantum Electrodynamics 
and Renormalization

(1948)

Pauli Exclusion 
Principle (1925)

Heisenberg Uncertainty 
Principle (1927)

Dirac Equation 
for the Electron (1928)

Anti-Electron 
Discovered
(1932)

Schrödinger’s Cat Paper;
Einstein-Podolsky-
Rosen Paper about 

Local Realism 
(1935)

Superfluidity 
Discovered

(1938)

Schrödinger Equation; 
Copenhagen Interpretation (1926)
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The First Quantum Revolution
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“In a few years, all the great physical constants will have been approximately
estimated, and . . . the only occupation which will then be left to the men of
science will be to carry these measurements to another place of decimals.”
As we enter the 21st century amid much brouhaha about past achieve-

ments, this sentiment may sound familiar. Yet the quote is from James Clerk Maxwell
and dates from his 1871 University of Cambridge inaugural lecture expressing the
mood prevalent at the time (albeit a mood he disagreed with). Three decades later, on
December 14, 1900, Max Planck announced his formula on the blackbody spectrum,
the first shot of the quantum revolution.

This article reviews the first 100 years of quantum mechanics, with particular fo-
cus on its mysterious side, culminating in the ongoing debate about its consequences
for issues ranging from quantum computation to consciousness, parallel universes
and the very nature of physical reality. We virtually ignore the astonishing range of
scientific and practical applications that quantum mechanics undergirds: today an es-
timated 30 percent of the U.S. gross national product is based on inventions made
possible by quantum mechanics, from semiconductors in computer chips to lasers in
compact-disc players, magnetic resonance imaging in hospitals, and much more.

In 1871 scientists had good reason for their optimism. Classical mechanics and
electrodynamics had powered the industrial revolution, and it appeared as though

www.sciam.com Scientific American February 2001     73
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As quantum theory
celebrates its 100th

birthday, spectacular
successes are mixed

with persistent puzzles
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Bohm’s Pilot 
Wave Interpretation
(1952)

Relative State 
or Many-Worlds 

Interpretation
(1957)

Bell’s Theorem
on Local Hidden

Variables
(1964)

Theory of 
Superconductivity

(1957)

Tau Lepton
Discovered
(1975)

Experiments Exclude 
Local Hidden Variables
(1982)

High-Temperature
Superconductors

(1987)

Top Quark 
Discovered (1995)

Quantum 
Teleportation Theory

(1993)

Fractional Quantum
Hall Effect (1982)

Hints 
of Higgs 
Particle?

(2000)

Decoherence Theory
(1970)

Electroweak
Unification
(1973)

A
IP

 M
EG

G
ER

S 
G

A
LL

ER
Y 

O
F 

N
O

BE
L 

LA
U

RE
AT

ES

BE
TT

M
A

N
N

/C
O

RB
IS

A
IP

 E
M

IL
IO

 S
EG

RÈ
 V

IS
U

A
L 

A
RC

H
IV

ES
 (G

IF
T 

O
F 

JO
SH

 L
EM

M
ER

IC
H

)

A
IP

 E
M

IL
IO

 S
EG

RÈ
 V

IS
U

A
L 

A
RC

H
IV

ES
 (G

IF
T 

O
F 

JO
SH

 L
EM

M
ER

IC
H

)

JI
LA

 B
EC

 G
RO

U
P

C
ER

N

RO
G

ER
 R

ES
SM

EY
ER

 C
or

bi
s

BE
TT

M
A

N
N

/C
O

RB
IS



Weird Quantum Properties:
Superposition & Entanglement
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Decoherence theory reveals that the tiniest interaction
with the environment, such as a single photon or gas mole-
cule bouncing off the fallen card, transforms a coherent den-

sity matrix very rapidly into one that, for all practical purpos-
es, represents classical probabilities such as those in a coin
toss. The Schrödinger equation controls the entire process.

DECOHERENCE: HOW THE QUANTUM GETS CLASSICAL

IDEA: Tiny interactions with the surrounding environment rapidly dissipate the peculiar quantumness of superpositions.
ADVANTAGES: Experimentally testable.Explains why the everyday world looks “classical” instead of quantum.
CAVEAT: Decoherence does not completely eliminate the need for an interpretation such as many-worlds or Copenhagen.

DECOHERENCE

CLASSICALQUANTUM

Interaction with Environment

Face  Down

QUANTUM UNCERTAINTY

DENSITY
MATRIX

Face  DownFace Up

Interference

HeadsTails

CLASSICAL UNCERTAINTY

COHERENT SUPERPOSITION

The uncertainty of a quantum superposition (left) is differ-
ent from the uncertainty of classical probability, as occurs

after a coin toss (right).A mathematical object called a density
matrix illustrates the distinction. The wave function of the
quantum card corresponds to a density matrix with four peaks.
Two of these peaks represent the 50 percent probability of

each outcome, face up or face down. The other two indicate
that these two outcomes can still, in principle, interfere with
each other. The quantum state is still “coherent.”The density
matrix of a coin toss has only the first two peaks, which con-
ventionally means that the coin is really either face up or face
down but that we just haven’t looked at it yet.

COIN TOSS

Face Up

DENSITY
MATRIX
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Coherence / Decoherence
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Entanglement

Definition: two particles are entangled if the quantum state of 
one particle cannot be described independently from the 
quantum state of the other particle.

© 2020 Edoardo Charbon 11

Intuition: measuring the quantum state of one particle 
implies knowledge of the quantum state (e.g. momentum, 
spin, polarization, etc.) of the other entangled particle using 
the same projection.



The Second Quantum Revolution

• Spearheaded by many, in primis Richard Feynman
• Proposal to use of entanglement and superposition for computation 
• Fundamentals and theory developed in the 1980-2000s

© 2020 Edoardo Charbon 12

There is plenty of space at the bottom

- Richard Feynman



The Promise of Quantum Computing

© 2020 Edoardo Charbon

Health
Quantum chemistry

Internet SecurityEnergy
Room-temperature 
superconductivity

Source: L. Vandersypen, ISSCC 2017
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Quantum Bit (Qubit)

• Superposition
• Entanglement

© 2020 Edoardo Charbon 14

ψ =α0 0 +α1 1



The Power of Superposition

© 2020 Edoardo Charbon

1 qubit…........................................................................2 states
2 qubits.........................................................................4 states

N qubits........................................................................2N states

40 qubits: 1012 parallel operations
300 qubits: more than the atoms in the universe

20



State-of-the-Art

1

10

100

1,000

1993 1998 2003 2008 2013 2018

# 
qu

bi
ts

Year

Ions, molecules, atoms, photons, ...
Solid-state
Quantum annealers

15 = 3 x 5
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How Far Are We from Something Useful?

1

1,000

1,000,000

1,000,000,000

1990 2000 2010 2020 2030 2040 2050

# 
qu

bi
ts

Year
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Quantum Supremacy or Quantum Advantage

Google claims to have reached quantum supremacy 
(Financial Times)
Report on a an accepted paper to a peer-reviewed
publication

Quantum supremacy is the potential ability of
quantum computing devices to solve problems
that classical computers practically cannot.

[Wikipedia]

© 2020 Edoardo Charbon



Solid-state Qubit Implementations Today

• Based on superconducting qubits
• First multi-qubit chips announced
• Freely available qubits on line

© 2020 Edoardo Charbon 24

72-qubit chip announced 16 Qubits online version 49 qubit chip 19 qubit chip

50 qubit chip 
announced Source: Tristan Meunier



Semiconductor quantum dots 

Superconducting circuits
Impurities in diamond or silicon 

Semiconductor-superconductor hybrids

Source: L. Vandersypen, 2017

Solid-state Qubit Implementations Today

25© 2020 Edoardo Charbon



Qubits are Fragile

• Environment can cause decoherence due to 
dephasing and relaxation

• Fidelity

y

z

x

|0ñ

|1ñ

y

z

x

|0ñ

|1ñ

Dephasing Relaxation

26© 2020 Edoardo Charbon



Qubit Transition from |0> to |1>

© 2020 Edoardo Charbon 27

© Jeroen van Dijk



Interfacing Qubits with Classical World

• Carrier frequency: 100 MHz – 15 GHz, 70 GHz
• Pulses: 10 – 100 ns

[DiCarlo]

[L.Vandersypen]

Control

Read-out

Quantum bits (qubits)

Quantum 
processor

(≪ 1 K)

Classical
controller

© 2020 Edoardo Charbon 28



Interfacing Qubits with Classical World

• Carrier frequency: 100 MHz – 15 GHz, 70 GHz
• Pulses: 10 – 100 ns
• Readout techniques for spin qubits: ESR, EDSR

Control

Read-out

Quantum bits (qubits)

29

Quantum 
processor

(≪ 1 K)

ESR: Electron spin resonance – EDSR: Electric dipole spin resonance



Status of Quantum Algorithms

© 2020 Edoardo Charbon 30



How Many Qubits Do We Need?

© 2020 Edoardo Charbon

Health
Quantum chemistry

Internet SecurityEnergy
Room-temperature 
superconductivity

> 2000 logical qubits> 200 logical qubitsPerhaps millions?

31



Quantum Computing Stack

© H. Homulle 2016

32

In this talk



Quantum Computer Architecture



A Real-life Quantum Computer

4 K

20 mK

300 K

x 8 qubitsx 8 qubits

77 K

34



Today’s Solution

Image: Google Bristlecone. Taken from: J.C. Bardin et al., 
“An Introduction to Quantum Computing for RFIC 
Engineers” , RFIC Symposium 2019

© 2020 Edoardo Charbon 35



Proposed Solution
• Proposed solution

– Electronics at 4 K
– Only connections to 4 K to 20 mK are needed

• Ultimate solution
– Qubits at 4 K
– Monolithic integration

T = 20 mK T = 4 K T = 300 K

Electronic
Readout
& control

T = 20 mK T = 4 K

Electronic
Read-out
& control

T = 300 K

[Ristè et al. 2014-15]

5-qubit computer

© 2020 Edoardo Charbon 36



Electronic Readout & Control

20-100mK 

1-4K 
300K 

ADC	

ADC	

DAC	

DAC	

M
U
X	

DEM
U
X	

Quantum	
Processor	

T	Sensors	Bias	/	References	

TDC	

Digital	
control	
(ASIC/
FPGA)	

OPTICAL GUIDE APD 

E. Charbon et al., IEDM 2016

© 2020 Edoardo Charbon 37



Cooling Power Issue

Courtesy: Oxford instruments

20 mK

100 mK

4 K

70 K

300 K

Dilution refrigerator

T(K)

© 2020 Edoardo Charbon 39



Scalability Issue

• Noise budget…...........................................< 0.1nV/√Hz
• Power budget (for scalability)…................. << 2mW/qubit
• Physical dimensions (for scalability)…....... 30nm
• Bandwidth (for multiplexing)….................. 1-12GHz
• Kick-back avoidance

© 2020 Edoardo Charbon 40



2. Cryogenic Electronics



Transistor Modeling at Deep Cryogenic 
Temperatures



CMOS Modeling: Important Parameters 

• MOSFET

© 2020 Edoardo Charbon

ID

VDS

VGS
VDS

ID

VGS(1)

VGS(2)

VGS(3)

VGS

ID

Strong Inversion

Weak Inversion

Threshold

43© 2020 Edoardo Charbon



CMOS Modeling: History

44© 2020 Edoardo Charbon

R.M. Incandela et al., ESSDERC 2017
R.M. Incandela et al., J. of EDS 2018



45

R.M. Incandela et al., J. of EDS 2018

© 2020 Edoardo Charbon



2

1

0.4

5

x10-5

4

0
0.20

VGS [V]
0.6 10.8

3

I D
[A

]

|VDS| = 50 mV

W/L = 1.2µ/400n

NMOS

PMOS

– 300 K
– 200 K
– 150 K
– 100 K
– 40 K
– 4.2 K

What Happens to CMOS at Cryo? 

• Threshold voltage increases significantly
• A current kink may appear
• Mismatch in passives and actives is 

more prominent
• The substrate becomes practically 

floating
• The SS is higher but it saturates around 

1K
• Leakage drastically reduces

46© 2020 Edoardo Charbon

R.M. Incandela et al., ESSDERC 2017
R.M. Incandela et al., J. of EDS 2018



How to Characterize MOS Transistors?

47© 2020 Edoardo Charbon

P. ‘t Hart et al., J. EDS 2020



CMOS Characterization in Practice 

48© 2020 Edoardo Charbon

P. ‘t Hart et al., J. EDS 2020
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R.M. Incandela et al., J. of EDS 2018

ID-VDS Characterization (0.16µm) 

Thick oxideThin oxide
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R.M. Incandela et al., J. of EDS 2018

ID-VDS Characterization (40nm) 



51© 2020 Edoardo Charbon

R.M. Incandela et al., J. of EDS 2018

40nm
Thin oxide

0.16µm
Thick oxide

ID-VGS Characterization 



52© 2020 Edoardo Charbon

R.M. Incandela et al., J. of EDS 2018

ID-VGS Characterization in Sub-K Regimes

NMOS
VDS = 1.8V

PMOS
VDS = -1.8V

PMOS
VDS = -1.8V



Measurement

53© 2020 Edoardo Charbon

CMOS Modeling

Model

Thin oxide PMOS
VDS = -1.8 – -0.09V

Thin oxide PMOS
VGS = -1.3 – -1.8V



54© 2020 Edoardo Charbon

CMOS Modeling



Sub-threshold Slope (SS)

55© 2020 Edoardo Charbon

Cd = depletion layer capacitance
Cox = gate oxide capacitance

𝑆𝑆 = ln(10) !"
#
(1 + $!

$"#
)

𝑆𝑆 = ln(10) !"
#

~ 60mV/dec

Cd = 0; Cox → : thermionic limit



Sub-threshold Slope Characterization(SS)

56© 2020 Edoardo Charbon



Sub-threshold Slope (SS)

57© 2020 Edoardo Charbon

R.M. Incandela et al., ESSDERC 2017
R.M. Incandela et al., J. of EDS 2018

PMOS W/L = 2.32µm / 1.6µm



Substrate Resistivity

© 2020 Edoardo Charbon

Patra et al., JSSC 2018

58
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Mismatch Modeling at Cryo



Subthreshold Current Mismatch: Why Do We Care?

© 2020 Edoardo Charbon 60
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V]

• Impacts performance of:
– ADC/DAC
– Differential pairs
– SRAM

• Worsens with technology scaling 45 65 90 13
0
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25
0

35
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50
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80
0

10
00

Node [nm]

[Vertregt 2006]

Minimum
size



Subthreshold Current Model

© 2020 Edoardo Charbon 61

Taylor expansion is impractical at cryo due to the 
instability of ID and the exponential nature of it.

Solve wrt log(ID) 

Taylor expansion on VTH and SS

∝



Subthreshold Current Model

© 2020 Edoardo Charbon 62

The correlation factor ⍴ between VTH and SS is generally 
negligible at 300K, 100K, and also at cryogenic temperatures.

(5)



Croon Model

© 2020 Edoardo Charbon 63



Pelgrom Scaling Law

© 2020 Edoardo Charbon 64

AVT : area scaling parameter for VT
Aß : area scaling parameter for ß
ASS : area scaling parameter for SS
W, L: transistor geometry parameters



How to Characterize Mismatch?

© 2020 Edoardo Charbon 65

P. ‘t Hart  et al., ESSCIRC 2018



Mismatch Measurements

© 2020 Edoardo Charbon 66

48 devices tested
|VDS| = 50mV, VS=0V (NMOS)
|VDS| = 50mV, VS=1.1V (PMOS)

P. ‘t Hart  et al., J. of EDS 2020



Mismatch Measurements (2) 

67© 2020 Edoardo Charbon

72 device pairs tested
VTH in dashed lines
|VDS| = 50mV

P. ‘t Hart  et al., J. of EDS 2020



Pelgrom Area Scaling Parameters 



Mismatch Modeling 

69© 2020 Edoardo Charbon

S: W/L = 120nm/40nm
M: W/L = 360nm/120nm
L: W/L=1.2µm/400nm
VS = 0V (NMOS)
VS = 1.1V (PMOS)

P. ‘t Hart  et al., J. of EDS 2020



Position Dependence

© 2020 Edoardo Charbon 70

– 4.2 K

W/L = 1.2µ/400n

– 4.2 K

W/L = 1.2µ/400n

PMOSNMOS

|I
DS

AT
| 

[A
]

1.48

5 10 15 25

1.52

1.56

Device position [-]
20

x 10-6
1.6

I DS
AT

[A
]

5
5 10 15 25

5.1

5.2

5.3

Device position [-]
20

5.4
x 10-5

1 2 3 28



Summary on Threshold Mismatch

• Cryo-CMOS: mismatch follows Pelgrom and Croon models

• Fixed VGS biasing ➞ matching deteriorates up to 10x 

• Fixed Gm/ID biasing ➞ matching deteriorates “only” 1.1x

© 2020 Edoardo Charbon 71



Digital Modeling at Cryo



Lowerbound in Digital Design

© 2020 Edoardo Charbon

𝑉!!,#$% ≈ 2 &'
(
ln 2 =36mV 

𝐼$% = 𝐼&
𝑊
𝐿 𝑒

'!"('#$
)*% 1 − 𝑒(

'&"
*% ; 𝐼& = 𝜇&𝐶"#

𝑊
𝐿 𝑛 − 1 𝑣+,,

CMOS circuits operate in subthreshold wherever this equation holds

n is the sub-threshold slope (SS) factor and 𝑣+ = 𝑘𝑇/𝑞, 

The net effect in sub-threshold regimes is a decrease of leakage currents by 
orders of magnitude, implying a significant increase in the ION/IOFF ratio

73



Lowerbound in Digital Design

© 2020 Edoardo Charbon

Assuming an ideal SS factor n = 1, at 4.2 K, according to well
established room temperature models, one could theoretically achieve
𝑉$$,./) ≈ 2 ln 2 𝑣+ = 0.48mV.

However, at 4.2 K the consensus is that n≈34.9. Thus, this fundamental limit is 
actually VDD,min≈ 2.47mV. Additional non-idealities include reverse short-channel 
effect (RSCE) and inverse narrow-width effect (INWE). 

Both effects substantially modulate the threshold voltage. 

74



Latchup

© 2020 Edoardo Charbon

Latch-up has been found to be unpredictable in deep-cryogenic 
operation. Latch-up immunity typically improves at temperatures 
lower than RT, thanks to lower well and substrate resistance and to 
higher base-emitter voltages and lower current gain of parasitic 
bipolar transistors.  However, shallow level impact ionization (SLII), 
a mechanism for carrier generation, emerges below 50 K

75



Recommendations

© 2020 Edoardo Charbon

A)create extensive substrate contacts and well-taps, so as to minimize the
chance of latch-up at 4.2 K;

B) resize the transistors, so as to reduce INWE and thus maximize VTH
modulation;

C)add secondary power rails to enable forward back-biasing, so as to
compensate for an increase of VTH at 4.2, in addition use low-VTH
transistors;

D)minimize the length of transistors (in contrast to conventional RT sub-
threshold standard cell design, where the opposite is generally done);

E) when useful, make the layout aware of mismatch by increasing the overall
height of the cells.

76



Summary of Issues 300K –> 0.1K

• Threshold voltage increases significantly
• A current kink may appear
• Mismatch in passives and actives is more prominent
• The substrate becomes practically floating
• The SS is higher but it saturates around 1K
• Leakage drastically reduces

© 2020 Edoardo Charbon



Trends and Predictions

• How will devices perform in 5 years at 77K?
• How will FinFETs/nanowire FET behave at 77K (Lg<20nm)
• Will ballistic transport affect these devices?
• How different will optimization be at 77K?
• Is there a way to decrease VT?

© 2020 Edoardo Charbon 78



High-Level Modeling at Cryo



High-Level Modeling: SPINE (SPIN Emulator)

© 2020 Edoardo Charbon 80

Objectives:
• Enable co-design qubit/electronics
• Derive specifications for Horse Ridge and other components
• Minimize power to achieve wanted fidelity
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SPINE
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• Microwave Carrier: Keysight E8267D
– 22.4 kHz resolution 1 mHz
– ℒ (1 MHz) = -106 dBc/Hz >15 dB better
– Sn = 7.12 nV/√Hz 63 nV/√Hz

à > 20 dB attenuation

• Microwave Envelope: Tektronix 5014C
– 8-bit resolution 14-bit
– 140 MS/s 1.2 GS/s
– 3.56 nsrms 5.0 psrms

– 40 dB SNR better

With SPINE we checked that these specs are enough



SPINE
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• Example of full simulation:
– Sequence of rotations
– Resulting RF signals
– Qubit response, in terms of spin-up probability

• This involves spin emulation, M/S simulation, 
RF simulation

J. Van Dijk et al.,  DATE 2018
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Cryo-FPGAs
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A Classical Infrastructure for a Scalable Quantum Computer 
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ABSTRACT 
We propose a classical infrastructure for a quantum computer 
implemented in CMOS. The peculiarity of the approach is to 
operate the classical CMOS circuits and systems at deep-
cryogenic temperatures (cryoCMOS), so as to ensure physical 
proximity to the quantum bits, thus reducing thermal gradients 
and increasing compactness. CryoCMOS technology leverages 
the CMOS fabrication infrastructure and exploits the continuous 
effort of miniaturization that has sustained Moore’s Law for over 
50 years.  Such approach is believed to enable the growth of the 
number of qubits operating in a fault-tolerant fashion, paving the 
way to scalable quantum computing machines.  

Keywords 
CryoCMOS, cryogenics, quantum computation, qubit, error-
correcting loop, (de)coherence, fault-tolerant computing, quantum 
micro-architecture. 

1. INTRODUCTION1 
In a conventional computer, information is carried by classical 
bits, which can take only two states: ‘1’ and ‘0’. In a quantum 
computer, information is carried by quantum bits (qubits), 
exploiting two fundamental phenomena of quantum mechanics: 
superposition and entanglement [1]. Qubits are implemented in 
several different technologies, based on trapped ions, 
electron/hole spin in semiconductors, superconducting circuits, 
and nitrogen-vacancies in diamond lattices, to name a few [2]-
[13]. Most qubit implementations require cooling at deep-
cryogenic temperatures (<<1 K) to extend qubit coherence time, 
which nonetheless is usually limited to few nanoseconds or few 
microseconds. Such short coherence timescale prompts the need 
for a classical error-correcting feedback loop to lengthen 
coherence times at least for the duration of the processing required 
by the quantum algorithm. A feedback loop of this kind must be 
capable of detecting any error in the state of each qubit and 
controlling such state based on a (localized) decision aimed at 
correcting it. To be effective, error-correcting loops need to 
perform a complete correction cycle (Figure 1) faster than the 
qubit decoherence time.  

                                                                    
Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full 
citation on the first page. Copyrights for third-party components of this work must be 
honored. For all other uses, contact the Owner/Author.  

Copyright is held by the owner/author(s). CF'16, May 16-19, 2016, Como, Italy 
ACM 978-1-4503-4128-8/16/05. http://dx.doi.org/10.1145/2903150.2906828 

The process of reading a qubit requires a certain signal-to-noise 
ratio (SNR) and it should not interfere with proper qubit 
operation, whereas, to support scalable systems, error-correcting 
loops should be physically small and compatible with massively 
parallel operation. To promote scalability, it is likely that error-
correcting loops will, in the future, be implemented in micro-
architectures supported by a hardware infrastructure that operates 
and is dynamically reconfigured at cryogenic temperatures 
without any need for warming up the system to room temperature. 
Another advantage will be the increased proximity of classical 
infrastructure to qubits, thus avoiding the drawbacks of wiring the 
cryogenic quantum processor to room temperature instruments, 
including excessive thermal loading, increased interference, and 
lack of compactness. 

 
Figure 1. Quantum-classical interface. 

Several technologies exist that could support logic circuits at 
deep-cryogenic temperatures: GaAs high electron mobility 
transistors (HEMTs) [14], rapid single flux quantum (RSFQ) 
devices [15],[16], and custom semiconductors [17]-[20]. These 
technologies are currently expensive and generally not scalable, 
while CMOS processes can leverage a mature infrastructure that 
is likely to continue improving for several more decades [21].  

To meet the reconfigurability requirement, the obvious choice is a 
programmable logic device, such as an FPGA fabricated in a 
deep-submicron (DSM) CMOS process. FPGAs have been used 
in the past to emulate complex systems, including proposals for 
quantum FPGAs [22]. When used at deep-cryogenic temperatures, 
they enable fast prototyping without interruption of 
experimentation, so as to allow a faster and more effective 
development of error correction loops. 

DSM CMOS circuits have been known to survive at deep-
cryogenic temperatures, while maintaining most of their room 
temperature properties [17]-[20],[23],[24]. While cryogenic 
FPGAs have been shown to operate at 4K [25],[26], a low cost 
low power FPGA has been only recently proposed as a general-

282

ACM Frontiers in Computing, Como 2016
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• All FPGA components are working in the cryogenic 
environment down to 4K

• No modifications required

FPGA functionality

Component Functional Behavior
IOs ✓
LVDS ✓
LUTs ✓ Delay change < 5%
CARRY4 ✓ Delay change < 2%
BRAM ✓ No corruption (800 kB)
MMCM ✓ Jitter reduction of roughly 20%
PLL ✓ Jitter reduction of roughly 20%
IDELAYE2 ✓ Delay change of up to 30%
DSP48E1 ✓ No corruption over 400 operations

87© 2020 Edoardo Charbon



FPGA Performance
Specs: 
Carry: 20 vs. 8.4 ps at 300 K
LUTs: 238 vs 235 ps at 300 K
Speed-up 2.4 vs 10.8% toward 300 K

Clocks

LUT Delays

Delay vs. VDD

Register 
frequency

© 2020 Edoardo Charbon



ADC on FPGA (1.2GSa/s)

15K

Signal bandwidth: 2 MHz Signal bandwidth: 40 MHz

300K
H

. H
om

ulle
et al., TCAS I, 63(11), 1854-1865, 2016  
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ADC on FPGA

15K

300K

Signal bandwidth: 2 MHz Signal bandwidth: 40 MHz

H
. H

om
ulle

et al., TCAS I, 63(11), 1854-1865, 2016  
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Distortion (IM2, IM3)

• Two tones: ≈ 36 / 41 MHz
– IM2 = 38 dB
– IM3 = 46 dB

• Many secondary harmonics
• Interference with 100 MHz (sampling tone)

H
. H

om
ulle

et al., TCAS I, 63(11), 1854-1865, 2016  
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Cryogenic ASICs
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Low Noise Amplifiers (Cryo-LNAs)
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Cryo-LNA

• Standard 160nm CMOS
• 500 MHz Bandwidth
• 0.1dB Noise figure
• 7K noise-equivalent temperature 

© 2020 Edoardo Charbon 94

F. Bruccoleri et al., JSSC 2004



Cryo-LNA
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CSright (7 bits)

Tuning for input matching
Tuning for noise canceling

CSleft (7 bits)



Noise Figure at RT
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noise canceling (minimum)

Rosario Incandela

1dB



Noise Figure at 4K
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noise canceling (minimum)

Rosario Incandela

0.2dB



Gain and Noise
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B. Patra, R. Incandela et al, JSSC 2018

Gain

Noise Figure

NET=21K

Gain=59dB



Power
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Rosario Incandela

54.928

5.4 2.7
Power consumption at 4 K [mW]

LNA
3-stages
Driver
Bias

45.926.9

5.4 1.8
Power consumption at 300 K [mW]

LNA
3-stages
Driver
Bias

Sharing 150x  1MHz-channels (one channel per qubit)

0.61mW per qubit
=

Measured: 91mW Measured: 80mW



Cryogenic
HEMT 

Amplifier
Metrics

Bandwidth 
(>15 dB gain)

JPA TWPA 1.0

Power
Dissipation

1-dB 
Compression 

point

Noise 
Temperature

External 
Hardware

Amplifier Comparison

11 GHz

0 dBm

5 K

16 mW

100 - 200 MHz

-110 dBm
(3 qubits)

400 mK400 mK

100 pW 1 nW

6 GHz

-95 dBm
(20-30 qubits)

Direct. Coupler,
Circulator

Direct. CouplerIsolator

TWPA 2.0

None

5 nW

5 GHz

-85 dBm
(> 100 qubits)

400 mK

Can We Do Better?
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Can We Do Better?

R0

ωs
ωp

R0

1 2
3

L0 C(v)vout

v
+

-

ZT2

 
C(v) ≈C0(1+ 2K1v)
v(t) =Vp cos(ω pt)+Vs cos(ω st)
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Fig. 3. (a) The maximum achievable transducer power gain (GTmax ) of the parametric amplifier in Fig. 2 as a function of unloaded resonator quality factor
(Q) and ↵pQ0 (plotted only for the stable region where ↵pQL < 1). (b) Simulated small-signal capacitance and K1 for NMOS and PMOS devices in 40-nm
CMOS technology. (c) Swing-averaged ↵p(⌘K1Vp), denoted as ↵p(av).

loss, the maximum achievable transducer power gain, or
GTmax , will be given by

GTmax =

�����
1� 2QL

Q
+ (↵pQL)

2

1� (↵pQL)
2

�����

2

(9)

where Q and QL are the unloaded and loaded quality factors
of the resonator [14], respectively, and can be expressed as
Q ⌘ Rp/!0L0 and QL ⌘ (Rp||R0)/!0L0, with R0 defined
as the reference impedance of 50⌦. For a lossless tank,

QL = Q0 ⌘ R0/!0L0 (10)

and (9) simplifies to

GTmax |Q!1
=

�����
1 + (↵pQ0)

2

1� (↵pQ0)
2

�����

2

(11)

which indicates, as ↵pQ0 gets close to 1, GTmax can grow
significantly large, up to the point that the amplifier becomes
unstable (with a lossy tank, the amplifier is unstable for
↵pQL � 1).

Using (9), GTmax is plotted in Fig. 3(a) as a function of Q
and ↵pQ0. Although, relatively large parametric power gain
can be achieved for a sufficiently nonlinear and pumped para-
metric amplifier, it is evident that the gain strongly depends on
the resonator loss. For a practical CMOS realization, operating
at the room temperature, given the typical quality factor of
below ⇠20 for the on-chip inductors and nonlinear capacitors,
GTmax will be limited to <20 dB.

Another critical parameter effecting GTmax is ↵p, which,
from (2), depends on the capacitor C/V curve slope (K1)
and the pump swing. In bulk CMOS technologies, to achieve
the required capacitance nonlinearity, inversion-mode metal-
oxide-semiconductor (I-MOS) varactors are good candidates,
as they offer the highest C/V slope. Typical simulated curves
for the small-signal capacitance and K1 of I-MOS varactors,
using NMOS and PMOS devices in 40-nm CMOS technology,
are plotted in Fig. 3(b) as a function of the voltage across the
varactor VC . Using a bias voltage (VB) of ⇠0.45 V, K1 of the
PMOS varactor reaches a maximum of 3 V�1. By applying the
pump (VC = VB ±Vp), the average K1 lowers as Vp becomes
large, and, eventually, ↵p is expected to saturate, hence no
further increase in the power gain. To approximately mimic

0

0.64

Spectre® RF sim.
Prediction

 R0=50 Ω  L0=250 pH  f0=7 GHz  Q=23    C0=2.07 pF  Q0=4.55   

 α p(av )Q0

increase 0.795

0.838

1.066

Fig. 4. Simulated and predicted power gain of the parametric amplifier in
Fig. 2(a) as a function of the frequency offset (�f ) from the tank resonance
frequency f0. The pump tone is applied at 2f0.

the large-signal effect of the pump and determine the gain, the
swing-averaged ↵p, denoted as ↵p(av), can be obtained via

↵P (av) ⌘
1

2

Z
VB+VP

VB�VP

K1(Vc)dVc (12)

which is plotted in Fig. 3(c) for the NMOS and PMOS devices
with VB of 0.3 and 0.45 V, respectively. Limited by the device
characteristics as well as the parasitics (e.g., the gate to drain-
source overlap and interconnect capacitance), ↵p(av) saturates
at ⇠0.34 for a PMOS in the 40-nm CMOS.

To validate our results, the parametric amplifier in Fig. 2(a)
is simulated using a varactor with a characteristics similar to
the PMOS in Fig. 3(b) and (c). The circulator loss is neglected
and the resonator loss is captured with a parallel resistance of
250⌦, equivalent to Q of 23 for L0 = 250 pH at f0 of 7 GHz.
The power gain predicted from (3) and (7) and simulated in
Spectre RF are plotted in Fig. 4.

B. Image Conversion Gain

Owing to the capacitor nonlinearity, the pump at !p and
signal at !s can also produce intermodulation components at
k!s + r!p (k = ±1, r = ±1), as discussed in Appendix I.
Let’s assume, because of the finite bandwidth of the resonator,

α p ≡ K1Vp

small-signal 
framework

R0
ωs

R0

1 2
3

L0 C0

Z2,C0
( jω )

YT2

vout

yNL( jω s )Ys

yNL( jω s ) ≈ −ω sω i(α pC0 )2Z2,C0

* ( jω i )

Major challenges:
•Narrowband
•Phase sensitive
•Large pump signal
•Tn limit of 4K @ 4K

0

0.64

Spectre® RF sim.
Prediction

 R0=50 Ω  L0=250 pH  f0=7 GHz  Q=23    C0=2.07 pF  Q0=4.55   

 α p(av )Q0

increase 0.795

0.838

1.066
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CMOS Parametric Amplifier
1) Transformer-based parametric amplifier
ü Allow for broadband operation

2) CM impedance peaking
ü Suppress the pump signal leak
ü Reduce pump power consumption

3) “image”–rejection architecture
ü Double the usable RF bandwidth
ü Phase-insensitive operation
ü Allow for Tn limit of below 4K
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CMOS PA Architecture

0.825 mm2

Implemented chip 

differential pump signal path 

CM path 
tuning
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M.  Mehrpoo, F. Sebastiano, E. 
Charbon, M. Babaie, Solid-
State Circuit Letters, 2020



Spectrum of Single Tone

M.  Mehrpoo, F. Sebastiano, E. Charbon, M. Babaie, Solid-State Circuit Letters, 2020
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Power Gain vs. Pump Frequency and Temperature
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M.  Mehrpoo, F. Sebastiano, E. Charbon, M. Babaie, Solid-State Circuit Letters, 2020



Image Rejection
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***CMOS Passive Circulators & Multiplexers
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Transmission Line Circulator
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Passive Circulator Architecture
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L1
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• Non-reciprocal behavior 
due to staggered 
commutation

• Passive LC all-pass filters

• Passive mixers with non-
overlapping I/Q phases

• On-chip LO divider and 
I/Q generation

• SPI control for tunability PDC = 1.7 mW
PAUX = 8 mW
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Passive Circulator Architecture

A. Ruffino et al, RFIC
2019, JSSC 2020



CMOS 40 nm Circulator Prototype

• TSMC CMOS 40 nm technology
• Tape-out, PCB design and 

measurements at 300 K and 4.2 K
• RF probing with LakeShore CPX 

probe station

A. Ruffino et al, RFIC 2019, JSSC 2020
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Measured S-parameters (300K)
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A. Ruffino et al, RFIC 2019, JSSC 2020



Measured S-parameters (4.2K)
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A. Ruffino et al, RFIC 2019, JSSC 2020



Circulator Noise Figure (300K)

Minimum noise figure of 2.1 dB is measured, consistent with insertion loss measurements.
There is no excess noise from clock generation path.

115© 2020 Edoardo Charbon



Circulator Linearity (300K)

High linearity is measured in all directions, due to the quasi-passive nature of the circulator.
116© 2020 Edoardo Charbon

A. Ruffino et al, RFIC 2019, JSSC 2020



Circulator Linearity (4.2K)

High linearity is measured in all directions, due to the quasi-passive nature of the circulator.
117© 2020 Edoardo Charbon

A. Ruffino et al, RFIC 2019, JSSC 2020



Circulator Summary
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Cryo-Oscillators
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Cryo-Oscillator (Class F)
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Measured Phase Noise

B. Patra et al, JSSC
2018

122

Sources of noise:
• Thermal noise
• Shot noise
• Impurities in copper

Source: copper.org

Curtesy: Masoud Babaie
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Frequency Stability

VB

Ls

1
2

Ls

C2 C2

Km

VDD

C1 C1

Control 
bits

5

Switched 
Resistors

M1 M2

CT

V G
1

V G
2

VD1
VD2

6

6.2

6.4

Temperature (K)

Me
as

ur
ed

 O
sc

. F
re

q.
 (G

Hz
)

1 10 100 300

At the same C1 and C2 
configuration

105

-160

-140

-120

-100

-80

Offset frequency (Hz)

Me
as

ur
ed

 P
N 

(d
Bc

/H
z)

 

106 107

4K
250K

165K

105

Temperature (K)

1/f
3  P

N 
co

rn
er

 (H
z)

1 10 100 300

106

107

At the same frequency and 
power consumption

-165

-160

-155

-150

-145

PN
 @

30
 M

Hz
 o

ffs
et

 (d
Bc

/H
z)

Temperature (K)
1 10 100 300

Noise floor of PN analyzer

At the same frequency and 
power consumption

0.85V

VG1

1.95V

1V
0.85V

VG2

M1,2 are thick-
oxide transistors

LpLp

RT

B. Patra et al, JSSC 2018

123© 2020 Edoardo Charbon



Improving Frequency Stability

124

 

 

Fig. 1: Simulated AH2 and FOM versus X for a class-D/F2 oscillator (left); the block diagram of the 

proposed calibration (right). 
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Improving Frequency Stability (2)
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Fig. 2: Calibration flowchart (left); the comparator output, DAC code, and the control bits of CM and DM 

capacitor bank during calibration (right). 
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Phase Noise at 300K

© 2020 Edoardo Charbon

J. Gong, F. Sebastiano, E. Charbon, M. Babaie, ISSCC 2020

126

 

Fig. 4: Oscillator measured PN before and after calibration at 4.56GHz (top); Oscillator’s performance 

over its tuning range for the worst, best, and calibrated phase noise profiles (bottom) at 300K.  
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Phase Noise at 4K
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Fig. 5: Oscillator measured PN before and after calibration at 4.65GHz (top); Oscillator’s performance 

over its tuning range for the worst, best, and calibrated phase noise profiles (bottom) at 4.2K.  
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Implementation in 40nm CMOS Node

Measurements at RT:
Technology: 40nm CMOS
Fout: 4.05-5.16GHz (24.1%)
Fref: 20MHz
Supply: 0.5V (oscillator core)
Power consumption: 3.2mW
PN @10MHz: -141.5dBc/Hz
PN@100kHz:-98.8dBc/Hz

 

Fig. 7: Die m
icrograph. 
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Ultra-Low Voltage Library ‘cooLib’

• Digital library optimized for 4K 
• Ultra low voltage operation (100s mV)
• Sub-threshold bias of N/P MOS
• Resilient to latchup and hysteresis-free
• Several logic families (static and dynamic CMOS)
• Compatible with commercial P&R tools 

© 2020 Edoardo Charbon 130

D-Flip-flop optimized for 4K (40nm CMOS)



Test Chip Implementation
• Compare ‘CooLib’ cells to foundry supplied std. cells of 

TSMC40LP process
• Contains commonly 

encountered digital circuits
– i.e. unsigned multiplier

• Four versions per circuit
– Static ‘CooLib’
– Domino ‘CooLib’
– TSMC40LP, restricted
– TSMC40LP, unrestricted

• One ‘true’ domino logic
implementation

© 2020 Edoardo Charbon 131



Dynamic vs. Static Power at Cryo
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FOMs
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PDP: power-delay product      
EDP: energy-delay product

A. Schriek, F. Sebastiano, E. Charbon, subm. paper 2020



Benchmarking
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‘CooLib’ RISC-V Implementation

FEATURES
• RISC-V (picorv32, open-source) 

implemented using ‘CooLib’
• 8 Kb single-port SRAM from TSMC
• SRAM operates at nominal

voltage, core at lower voltage
• Interfacing by ‘CooLib’ 

level-shifters
• UART interface for serial in/output
• JTAG interface for SRAM 

write/read

© 2020 Edoardo Charbon 135

Fully functional µP
Successfully Booted LINUX at 4K

A. Schriek, F. Sebastiano, E. Charbon, subm. paper 2020



1 2 3 4 5 610-2

10
-1

100

101

102

103

104

Excess Bias (V)

DC
R 

(H
z)

77K
120K

160K

200K

250K

300K

300K
250K

200K
160K

120K

77K

SPAD Green
SPAD Red

50 100 150 200 250 300 350

18

20

22

24

26

28

30

SPAD Green, Φ=12µm

SPAD Red, Φ=12µm

Temperature (K)
Br

ea
kd

ow
n 

Vo
lta

ge
 (V

)

p+

n-
n+

V

+

-
depletion 
region

Reverse 
bias

RQ

VIA

VOP’

Operation in proportional and 
Geiger mode (SPAD)

Cryo-Single-Photon APDs (Cryo-SPADs)

E. Charbon et al., ISSCC 2017

136© 2020 Edoardo Charbon



Cryo-SPADs
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0.2 cps at 77K
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Qubits and Control in the Fridge



Step 1: Multiplexing Qubits

© 2020 Edoardo Charbon
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Two device gate 
maps measured 
in an interleaved 
manner 

S Schaal et al., arXiv:1809.03894 

Approach can be 
applied down to 
100nm scale



Step 2: Reading Qubits

• Single-shot dispersive readout 
• Single electron transistor readout 
• (limited) use of 3D stacking
• Ideally bring qubits to 1-4K, make 

them CMOS-compatible

© 2020 Edoardo Charbon 140

H. Homulle et al., QuRO interface
Silicon Quantum Electronics 
Workshop, 2018



Step 3: Controlling Qubits

© 2020 Edoardo Charbon

Ø Lower Speed DAC + Mixer

DAC

DACQ

I
LOI

LOQ

SRAM

fs = 2.5GHz

Digital

Analog: noise/linearity specifications known + feasible

2 GHz

Q1 Q32...Q2

6…12 GHz
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Controlling Qubits: Specs

© 2020 Edoardo Charbon

• Target fidelity: 99.99% for 1…10 MHz operation

• Analog:
Error Source Type Value Contribution

Microwave frequency inaccuracy 35.4 kHz 1-F = 12.5 ppm

(nominally 5…13 GHz) noise 35.4 kHzrms 1-F = 12.5 ppm

Microwave phase Inaccuracy 0.20 ° 1-F = 12.5 ppm

noise 0.20 ° 1-F = 12.5 ppm

Microwave amplitude inaccuracy 38.3 μV 1-F = 12.5 ppm

(nominally 17 mV, -53 dB) noise 38.3 μVrms 1-F = 12.5 ppm

Microwave duration inaccuracy 113 ps 1-F = 12.5 ppm

(nominally 50 ns) noise 113 psrms 1-F = 12.5 ppm +

F = 99.99%
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Controller Architecture: Horse Ridge

© 2020 Edoardo Charbon
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Controller Implementation

© 2020 Edoardo Charbon

1442 mm

B. Patra, J.v.Dijk et al., ISSCC 2020



Pulse Shaping
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Rabi Experiment
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Qubit Manipulation
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Comparison Table
Horse Ridge (ISSCC’20) ISSCC’19 RSI’17 Spin qubit setup

Operating Temperature 3 K 3 K 300 K 300 K
Qubit platform Spin qubits + Transmons Transmons Transmons Spin qubits
Qubit frequency 2 – 20 GHz 4 – 8 GHz < 20 GHz
Channels 128 (32 per TX) 1 4 1
FDMA Yes, SSB No Yes, SSB No
Data Bandwidth 1 GHz 400 MHz 960 MHz 520 MHz
Image & LO leakage 
calibration

On chip Off chip Yes

Phase correction Yes No No No
Fidelity (expected) 99.99% - - -
Waveform/Instructions Upto 40960 pts AWG Fixed 22 pts symmetric 16M pts AWG
Instruction set Yes No Yes Yes
Power / TX Analog: 1.7 mW/qubit *

Digital: 330 mW ‡
Analog < 2 mW/qubit #

Digital: N/A
850 W

Chip area / TX
Technology

4 mm2

22 nm FinFET CMOS
1.6 mm2

28 nm bulk CMOS
Discrete 

components
Rack mount

* including LO/Clock driver; only RF-Low active    # does not mention circuits included
‡ can be reduced with clock gating
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Cryo-CMOS Circuits and Systems for Quantum
Computing Applications
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Abstract— A fault-tolerant quantum computer with millions
of quantum bits (qubits) requires massive yet very precise
control electronics for the manipulation and readout of individual
qubits. CMOS operating at cryogenic temperatures down to 4 K
(cryo-CMOS) allows for closer system integration, thus promising
a scalable solution to enable future quantum computers. In this
paper, a cryogenic control system is proposed, along with the
required specifications, for the interface of the classical electron-
ics with the quantum processor. To prove the advantages of such
a system, the functionality of key circuit blocks is experimentally
demonstrated. The characteristic properties of cryo-CMOS are
exploited to design a noise-canceling low-noise amplifier for
spin-qubit RF-reflectometry readout and a class-F2,3 digitally
controlled oscillator required to manipulate the state of qubits.

Index Terms— Class-F oscillator, CMOS characterization,
cryo-CMOS, low-noise amplifier (LNA), noise canceling, phase
noise (PN), quantum bit (qubit), quantum computing, qubit
control, single-photon avalanche diode (SPAD).

I. INTRODUCTION

QUANTUM computing is a new paradigm that exploits
basic principles of quantum mechanics, such as entan-

glement and superposition [1], potentially enabling unprece-
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dented speedups in solving intractable problems [2]. The new
computing opportunities include prime factorization, quantum
simulations for synthesis of drugs and materials, and complex
optimizations [3].

In its fundamental embodiment, a quantum computer
comprises a quantum processor and a classical electronic
controller. The quantum processor consists of a set of quantum
bits (qubits) operating at extremely low temperatures, typically
a few tens of mK, while the classical electronic controller is
used to read out and control the quantum processor, as shown
in Fig. 1. Although the classical controller is implemented
today with room-temperature laboratory instruments, this
approach becomes increasingly challenging and less cost-
effective as the number of qubits grows toward the thousands
and millions, as required by practical quantum algorithms [2].

This paper proposes the monolithic integration of the read-
out and control circuitry in a standard CMOS technology
operating at cryogenic temperatures (cryo-CMOS). Although
other specialized electronic technologies can handle cryogenic
temperatures, only CMOS can work down to at least 30 mK
while providing complex system-on-chip integration capable
of handling thousands or millions of qubits [4]–[8]. A dras-
tic reduction of the complex interconnections between the
cryogenic chamber and the room-temperature electronics will
result in enhanced compactness and reliability, thus paving the
way to the creation of practical quantum computers. More-
over, the cryo-CMOS circuits and systems could prove useful
in other domains, for example, in applications that require
cryogenic environments as an integral part of their operation,
such as space and high-energy-physics experiments, or wher-
ever extremely low noise is essential, such as in metrology,
imaging, and instrumentation.

Cryogenic CMOS circuits have been proposed before
for applications ranging from space missions to low-noise
amplifiers (LNAs) [9]–[11]. However, quantum processors
require extremely high performance from the classical elec-
tronic controller in terms of bandwidth and noise, so as to
ensure accuracy and speed in the control and readout of the
qubits. In this paper, we demonstrate two critical sub-systems
of the electronic controller: an LNA and an RF oscillator,
which are optimized for cryogenic operation [12].

An overview of the classical electronic controller and its
specifications is presented in Section II, while the main

0018-9200 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

IEEE JOURNAL OF SOLID-STATE CIRCUITS



5. Conclusions



Realizations of 1D Qubit
Arrangements

Jones et al, PRX 8, 021058 (2018) Baart et al, Nat Nano (2017)
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Proposals for Scalable Fault-Tolerant 
2D Qubit Arrangements
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SiMOS QD Qubit Operation at 1.5 Kelvin

� 1.5 K performance comparable to natSi at 100 mK !

H. Yang et al., arXiv:1902.09126

Courtesy: A. Dzurak



Platforms for the 2D Approach

• Single-shot dispersive readout 
could be the core of column 
readouts

• Use imaging sensor readout as 
inspiration

• Use tunneling barriers as 
selectors

• (limited) use of 3D stacking
• Ideally bring qubits to 1-4K, 

make them CMOS-compatible ∂∂∂

∂

∂

∂

∂
20mK –> 1.5K

4K
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Tradeoffs

• Fidelity is usually expressed as a percentage, ofter referred to as x9’s (e.g. 
5 9’s = 99.999%)

• Higher fidelity usually requires high power, which is budgeted, espcially at 
low temperatures (e.g. µW of thermal absorption at mK, while W at 4K)

© 2020 Edoardo Charbon

Fidelity
(99.9%)

Power
(~ 1 mW/qubit)

1-qubit gate:
Oscillator phase noise

Timing accuracy
…

2-qubit gate:
Voltage drift
Timing jitter

…

Qubit read-out:
Amplitude noise

...
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Quantum Computing
• A quantum computer is a new computing paradigm 

and as such it holds the promise to handle today’s 
intractable problems

• A qubit is fragile and thus needs to be constantly 
corrected to extend its coherence and to maintain 
fidelity

• Cryogenic electronics for quantum computing ensures 
compactness and scalability to much larger quantum 
processors
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IceQubes: International Workshop on 
Cryogenic Electronics for Quantum Systems

© 2020 Edoardo Charbon 157

June 2021, Neuchâtel - Switzerland
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