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Abstract. We describe a peer-to-peer distributed hash table with prov-
able consistency and performance in a fault-prone environment. Our
system routes queries and locates nodes using a novel XOR-based met-
ric topology that simplifies the algorithm and facilitates our proof. The
topology has the property that every message exchanged conveys or re-
inforces useful contact information. The system exploits this information
to send parallel, asynchronous query messages that tolerate node failures
without imposing timeout delays on users.

1 Introduction

This paper describes Kademlia, a peer-to-peer distributed hash table (DHT).
Kademlia has a number of desirable features not simultaneously offered by any
previous DHT. It minimizes the number of configuration messages nodes must
send to learn about each other. Configuration information spreads automatically
as a side-effect of key lookups. Nodes have enough knowledge and flexibility to
route queries through low-latency paths. Kademlia uses parallel, asynchronous
queries to avoid timeout delays from failed nodes. The algorithm with which
nodes record each other’s existence resists certain basic denial of service attacks.
Finally, several important properties of Kademlia can be formally proven using
only weak assumptions on uptime distributions (assumptions we validate with
measurements of existing peer-to-peer systems).

Kademlia takes the basic approach of many DHTs. Keys are opaque, 160-bit
quantities (e.g., the SHA-1 hash of some larger data). Participating computers
each have a node ID in the 160-bit key space. ⟨key,value⟩ pairs are stored on
nodes with IDs “close” to the key for some notion of closeness. Finally, a node-
ID-based routing algorithm lets anyone efficiently locate servers near any given
target key.

Many of Kademlia’s benefits result from its use of a novel XOR metric for
distance between points in the key space. XOR is symmetric, allowing Kademlia
participants to receive lookup queries from precisely the same distribution of
nodes contained in their routing tables. Without this property, systems such
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as Chord [5] do not learn useful routing information from queries they receive.
Worse yet, asymmetry leads to rigid routing tables. Each entry in a Chord node’s
finger table must store the precise node preceding some interval in the ID space.
Any node actually in the interval would be too far from nodes preceding it in
the same interval. Kademlia, in contrast, can send a query to any node within
an interval, allowing it to select routes based on latency or even send parallel,
asynchronous queries to several equally appropriate nodes.

To locate nodes near a particular ID, Kademlia uses a single routing algo-
rithm from start to finish. In contrast, other systems use one algorithm to get
near the target ID and another for the last few hops. Of existing systems, Kadem-
lia most resembles Pastry’s [1] first phase, which (though not described this way
by the authors) successively finds nodes roughly half as far from the target ID by
Kademlia’s XOR metric. In a second phase, however, Pastry switches distance
metrics to the numeric difference between IDs. It also uses the second, numeric
difference metric in replication. Unfortunately, nodes close by the second met-
ric can be quite far by the first, creating discontinuities at particular node ID
values, reducing performance, and complicating attempts at formal analysis of
worst-case behavior.

2 System Description

Our system takes the same general approach as other DHTs. We assign 160-bit
opaque IDs to nodes and provide a lookup algorithm that locates successively
“closer” nodes to any desired ID, converging to the lookup target in logarithmi-
cally many steps.

Kademlia effectively treats nodes as leaves in a binary tree, with each node’s
position determined by the shortest unique prefix of its ID. Figure 1 shows the
position of a node with unique prefix 0011 in an example tree. For any given
node, we divide the binary tree into a series of successively lower subtrees that
don’t contain the node. The highest subtree consists of the half of the binary tree
not containing the node. The next subtree consists of the half of the remaining
tree not containing the node, and so forth. In the example of node 0011, the
subtrees are circled and consist of all nodes with prefixes 1, 01, 000, and 0010
respectively.

The Kademlia protocol ensures that every node knows of at least one node
in each of its subtrees, if that subtree contains a node. With this guarantee, any
node can locate any other node by its ID. Figure 2 shows an example of node
0011 locating node 1110 by successively querying the best node it knows of to
find contacts in lower and lower subtrees; finally the lookup converges to the
target node.

The remainter of this section fills in the details and makes the lookup algo-
rithm more concrete. We first define a precise notion of ID closeness, allowing
us to speak of storing and looking up ⟨key, value⟩ pairs on the k closest nodes
to the key. We then give a lookup protocol that works even in cases where no
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Fig. 1: Kademlia binary tree. The black dot shows the location of node

0011 · · · in the tree. Gray ovals show subtrees in which node 0011 · · · must
have a contact.
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Fig. 2: Locating a node by its ID. Here the node with prefix 0011 finds the

node with prefix 1110 by successively learning of and querying closer and
closer nodes. The line segment on top represents the space of 160-bit IDs,

and shows how the lookups converge to the target node. Below we illustrate
RPC messages made by 1110. The first RPC is to node 101, already known

to 1110. Subsequent RPCs are to nodes returned by the previous RPC.
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node shares a unique prefix with a key or some of the subtrees associated with
a given node are empty.

2.1 XOR Metric

Each Kademlia node has a 160-bit node ID. Node IDs are currently just random
160-bit identifiers, though they could equally well be constructed as in Chord.
Every message a node transmits includes its node ID, permitting the recipient
to record the sender’s existence if necessary.

Keys, too, are 160-bit identifiers. To assign ⟨key,value⟩ pairs to particular
nodes, Kademlia relies on a notion of distance between two identifiers. Given
two 160-bit identifiers, x and y, Kademlia defines the distance between them as
their bitwise exclusive or (XOR) interpreted as an integer, d(x, y) = x ⊕ y.

We first note that XOR is a valid, albeit non-Euclidean metric. It is obvious
that that d(x, x) = 0, d(x, y) > 0 if x ̸= y, and ∀x, y : d(x, y) = d(y, x). XOR
also offers the triangle property: d(x, y)+d(y, z) ≥ d(x, z). The triangle property
follows from the fact that d(x, y) ⊕ d(y, z) = d(x, z) and ∀a ≥ 0, b ≥ 0 : a + b ≥
a ⊕ b.

We next note that XOR captures the notion of distance implicit in our binary-
tree-based sketch of the system. In a fully-populated binary tree of 160-bit IDs,
the magnitude of the distance between two IDs is the height of the smallest
subtree containing them both. When a tree is not fully populated, the closest
leaf to an ID x is the leaf whose ID shares the longest common prefix of x. If
there are empty branches in the tree, there might be more than one leaf with the
longest common prefix. In that case, the closest leaf to x will be the closest leaf
to ID x̃ produced by flipping the bits in x corresponding to the empty branches
of the tree.

Like Chord’s clockwise circle metric, XOR is unidirectional. For any given
point x and distance ∆ > 0, there is exactly one point y such that d(x, y) = ∆.
Unidirectionality ensures that all lookups for the same key converge along the
same path, regardless of the originating node. Thus, caching ⟨key,value⟩ pairs
along the lookup path alleviates hot spots. Like Pastry and unlike Chord, the
XOR topology is also symmetric (d(x, y) = d(y, x) for all x and y).

2.2 Node State

Kademlia nodes store contact information about each other to route query mes-
sages. For each 0 ≤ i < 160, every node keeps a list of ⟨IP address, UDP port,
Node ID⟩ triples for nodes of distance between 2i and 2i+1 from itself. We call
these lists k-buckets. Each k-bucket is kept sorted by time last seen—least-
recently seen node at the head, most-recently seen at the tail. For small values
of i, the k-buckets will generally be empty (as no appropriate nodes will exist).
For large values of i, the lists can grow up to size k, where k is a system-wide
replication parameter. k is chosen such that any given k nodes are very unlikely
to fail within an hour of each other (for example k = 20).
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Fig. 3: Probability of remaining online another hour as a function of uptime.

The x axis represents minutes. The y axis shows the the fraction of nodes

that stayed online at least x minutes that also stayed online at least x + 60
minutes.

When a Kademlia node receives any message (request or reply) from another
node, it updates the appropriate k-bucket for the sender’s node ID. If the sending
node already exists in the recipient’s k-bucket, the recipient moves it to the tail
of the list. If the node is not already in the appropriate k-bucket and the bucket
has fewer than k entries, then the recipient just inserts the new sender at the
tail of the list. If the appropriate k-bucket is full, however, then the recipient
pings the k-bucket’s least-recently seen node to decide what to do. If the least-
recently seen node fails to respond, it is evicted from the k-bucket and the new
sender inserted at the tail. Otherwise, if the least-recently seen node responds,
it is moved to the tail of the list, and the new sender’s contact is discarded.

k-buckets effectively implement a least-recently seen eviction policy, except
that live nodes are never removed from the list. This preference for old contacts
is driven by our analysis of Gnutella trace data collected by Saroiu et. al. [4].
Figure 3 shows the percentage of Gnutella nodes that stay online another hour as
a function of current uptime. The longer a node has been up, the more likely it is
to remain up another hour. By keeping the oldest live contacts around, k-buckets
maximize the probability that the nodes they contain will remain online.

A second benefit of k-buckets is that they provide resistance to certain DoS
attacks. One cannot flush nodes’ routing state by flooding the system with new
nodes. Kademlia nodes will only insert the new nodes in the k-buckets when old
nodes leave the system.

2.3 Kademlia Protocol

The Kademlia protocol consists of four RPCs: ping, store, find node, and
find value. The ping RPC probes a node to see if it is online. store instructs
a node to store a ⟨key, value⟩ pair for later retrieval.
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find node takes a 160-bit ID as an argument. The recipient of a the RPC
returns ⟨IP address, UDP port, Node ID⟩ triples for the k nodes it knows about
closest to the target ID. These triples can come from a single k-bucket, or they
may come from multiple k-buckets if the closest k-bucket is not full. In any case,
the RPC recipient must return k items (unless there are fewer than k nodes in
all its k-buckets combined, in which case it returns every node it knows about).

find value behaves like find node—returning ⟨IP address, UDP port,
Node ID⟩ triples—with one exception. If the RPC recipient has received a store
RPC for the key, it just returns the stored value.

In all RPCs, the recipient must echo a 160-bit random RPC ID, which pro-
vides some resistance to address forgery. pings can also be piggy-backed on
RPC replies for the RPC recipient to obtain additional assurance of the sender’s
network address.

The most important procedure a Kademlia participant must perform is to
locate the k closest nodes to some given node ID. We call this procedure a node
lookup. Kademlia employs a recursive algorithm for node lookups. The lookup
initiator starts by picking α nodes from its closest non-empty k-bucket (or, if
that bucket has fewer than α entries, it just takes the α closest nodes it knows
of). The initiator then sends parallel, asynchronous find node RPCs to the α
nodes it has chosen. α is a system-wide concurrency parameter, such as 3.

In the recursive step, the initiator resends the find node to nodes it has
learned about from previous RPCs. (This recursion can begin before all α of
the previous RPCs have returned). Of the k nodes the initiator has heard of
closest to the target, it picks α that it has not yet queried and resends the
find node RPC to them.1 Nodes that fail to respond quickly are removed from
consideration until and unless they do respond. If a round of find nodes fails to
return a node any closer than the closest already seen, the initiator resends the
find node to all of the k closest nodes it has not already queried. The lookup
terminates when the initiator has queried and gotten responses from the k closest
nodes it has seen. When α = 1, the lookup algorithm resembles Chord’s in terms
of message cost and the latency of detecting failed nodes. However, Kademlia
can route for lower latency because it has the flexibility of choosing any one of
k nodes to forward a request to.

Most operations are implemented in terms of the above lookup procedure.
To store a ⟨key,value⟩ pair, a participant locates the k closest nodes to the key
and sends them store RPCs. Additionally, each node re-publishes ⟨key,value⟩
pairs as necessary to keep them alive, as described later in Section 2.5. This
ensures persistence (as we show in our proof sketch) of the ⟨key,value⟩ pair with
very high probability. For Kademlia’s current application (file sharing), we also
require the original publisher of a ⟨key,value⟩ pair to republish it every 24 hours.
Otherwise, ⟨key,value⟩ pairs expire 24 hours after publication, so as to limit
stale index information in the system. For other applications, such as digital

1 Bucket entries and find replies could be augmented with round trip time estimates
for use in selecting the α nodes.
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certificates or cryptographic hash to value mappings, longer expiration times
may be appropriate.

To find a ⟨key,value⟩ pair, a node starts by performing a lookup to find the
k nodes with IDs closest to the key. However, value lookups use find value
rather than find node RPCs. Moreover, the procedure halts immediately when
any node returns the value. For caching purposes, once a lookup succeeds, the
requesting node stores the ⟨key,value⟩ pair at the closest node it observed to the
key that did not return the value.

Because of the unidirectionality of the topology, future searches for the same
key are likely to hit cached entries before querying the closest node. During times
of high popularity for a certain key, the system might end up caching it at many
nodes. To avoid “over-caching,” we make the expiration time of a ⟨key,value⟩
pair in any node’s database exponentially inversely proportional to the number
of nodes between the current node and the node whose ID is closest to the key
ID.2 While simple LRU eviction would result in a similar lifetime distribution,
there is no natural way of choosing the cache size, since nodes have no a priori
knowledge of how many values the system will store.

Buckets are generally kept fresh by the traffic of requests traveling through
nodes. To handle pathological cases in which there are no lookups for a particular
ID range, each node refreshes any bucket to which it has not performed a node
lookup in the past hour. Refreshing means picking a random ID in the bucket’s
range and performing a node search for that ID.

To join the network, a node u must have a contact to an already participating
node w. u inserts w into the appropriate k-bucket. u then performs a node lookup
for its own node ID. Finally, u refreshes all k-buckets further away than its closest
neighbor. During the refreshes, u both populates its own k-buckets and inserts
itself into other nodes’ k-buckets as necessary.

2.4 Routing Table

Kademlia’s basic routing table structure is fairly straight-forward given the pro-
tocol, though a slight subtlety is needed to handle highly unbalanced trees. The
routing table is a binary tree whose leaves are k-buckets. Each k-bucket contains
nodes with some common prefix of their IDs. The prefix is the k-bucket’s posi-
tion in the binary tree. Thus, each k-bucket covers some range of the ID space,
and together the k-buckets cover the entire 160-bit ID space with no overlap.

Nodes in the routing tree are allocated dynamically, as needed. Figure 4
illustrates the process. Initially, a node u’s routing tree has a single node—
one k-bucket covering the entire ID space. When u learns of a new contact, it
attempts to insert the contact in the appropriate k-bucket. If that bucket is
not full, the new contact is simply inserted. Otherwise, if the k-bucket’s range
includes u’s own node ID, then the bucket is split into two new buckets, the
old contents divided between the two, and the insertion attempt repeated. If a
k-bucket with a different range is full, the new contact is simply dropped.
2 This number can be inferred from the bucket structure of the current node.
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Fig. 4: Evolution of a routing table over time. Initially, a node has a single

k-bucket, as shown in the top routing table. As the k-buckets fill, the bucket

whose range covers the node’s ID repeatedly splits into two k buckets.

One complication arises in highly unbalanced trees. Suppose node u joins
the system and is the only node whose ID begins 000. Suppose further that the
system already has more than k nodes with prefix 001. Every node with prefix
001 would have an empty k-bucket into which u should be inserted, yet u’s bucket
refresh would only notify k of the nodes. To avoid this problem, Kademlia nodes
keep all valid contacts in a subtree of size at least k nodes, even if this requires
splitting buckets in which the node’s own ID does not reside. Figure 5 illustrates
these additional splits. When u refreshes the split buckets, all nodes with prefix
001 will learn about it.

2.5 Efficient Key Re-publishing

To ensure the persistence of key-value pairs, nodes must periodically republish
keys. Otherwise, two phenomena may cause lookups for valid keys to fail. First,
some of the k nodes that initially get a key-value pair when it is published may
leave the network. Second, new nodes may join the network with IDs closer to
some published key than the nodes on which the key-value pair was originally
published. In both cases, the nodes with a key-value pair must republish it so as
once again to ensure it is available on the k nodes closest to the key.

To compensate for nodes leaving the network, Kademlia republishes each
key-value pair once an hour. A näıve implementation of this strategy would
require many messages—each of up to k nodes storing a key-value pair would
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Relaxed routing table for a node whose ID is 00..00
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Fig. 5: This figure examplifies the relaxed routing table of a node whose

ID is 00 . . . 00. The relaxed table may have small (expected constant size)

irregularities in its branching in order to make sure it knows all contacts in
the smallest subtree around the node that has at least k contacts.

perform a node lookup followed by k − 1 store RPCs every hour. Fortunately,
the republishing process can be heavily optimized. First, when a node receives a
store RPC for a given key-value pair, it assumes the RPC was also issued to the
other k − 1 closest nodes, and thus the recipient will not republish the key-value
pair in the next hour. This ensures that as long as republication intervals are not
exactly synchronized, only one node will republish a given key-value pair every
hour.

A second optimization avoids performing node lookups before republishing
keys. As described in Section 2.4, to handle unbalanced trees, nodes split k-
buckets as required to ensure they have complete knowledge of a surrounding
subtree with at least k nodes. If, before republishing key-value pairs, a node u
refreshes all k-buckets in this subtree of k nodes, it will automatically be able
to figure out the k closest nodes to a given key. These bucket refreshes can be
amortized over the republication of many keys.

To see why a node lookup is unnecessary after u refreshes buckets in the sub-
tree of size ≥ k, it is necessary to consider two cases. If the key being republished
falls in the ID range of the subtree, then since the subtree is of size at least k
and u has complete knowledge of the subtree, clearly u must know the k closest
nodes to the key. If, on the other hand, the key lies outside the subtree, yet u
was one of the k closest nodes to the key, it must follow that u’s k-buckets for
intervals closer to the key than the subtree all have fewer than k entries. Hence,
u will know all nodes in these k-buckets, which together with knowledge of the
subtree will include the k closest nodes to the key.

When a new node joins the system, it must store any key-value pair to
which it is one of the k closest. Existing nodes, by similarly exploiting complete
knowledge of their surrounding subtrees, will know which key-value pairs the
new node should store. Any node learning of a new node therefore issues store
RPCs to transfer relevant key-value pairs to the new node. To avoid redundant
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store RPCs, however, a node only transfers a key-value pair if it’s own ID is
closer to the key than are the IDs of other nodes.

3 Sketch of Proof

To demonstrate proper function of our system, we need to prove that most
operations take ⌈log n⌉+c time for some small constant c, and that a ⟨key,value⟩
lookup returns a key stored in the system with overwhelming probability.

We start with some definitions. For a k-bucket covering the distance range
[

2i, 2i+1
)

, define the index of the bucket to be i. Define the depth, h, of a node
to be 160 − i, where i is the smallest index of a non-empty bucket. Define node
y’s bucket height in node x to be the index of the bucket into which x would
insert y minus the index of x’s least significant empty bucket. Because node
IDs are randomly chosen, it follows that highly non-uniform distributions are
unlikely. Thus with overwhelming probability the height of a any given node will
be within a constant of log n for a system with n nodes. Moreover, the bucket
height of the closest node to an ID in the kth-closest node will likely be within
a constant of log k.

Our next step will be to assume the invariant that every k-bucket of every
node contains at least one contact if a node exists in the appropriate range.
Given this assumption, we show that the node lookup procedure is correct and
takes logarithmic time. Suppose the closest node to the target ID has depth h. If
none of this node’s h most significant k-buckets is empty, the lookup procedure
will find a node half as close (or rather whose distance is one bit shorter) in
each step, and thus turn up the node in h − log k steps. If one of the node’s
k-buckets is empty, it could be the case that the target node resides in the range
of the empty bucket. In this case, the final steps will not decrease the distance
by half. However, the search will proceed exactly as though the bit in the key
corresponding to the empty bucket had been flipped. Thus, the lookup algorithm
will always return the closest node in h − log k steps. Moreover, once the closest
node is found, the concurrency switches from α to k. The number of steps to
find the remaining k − 1 closest nodes can be no more than the bucket height
of the closest node in the kth-closest node, which is unlikely to be more than a
constant plus log k.

To prove the correctness of the invariant, first consider the effects of bucket
refreshing if the invariant holds. After being refreshed, a bucket will either con-
tain k valid nodes or else contain every node in its range if fewer than k exist.
(This follows from the correctness of the node lookup procedure.) New nodes
that join will also be inserted into any buckets that are not full. Thus, the only
way to violate the invariant is for there to exist k +1 or more nodes in the range
of a particular bucket, and for the k actually contained in the bucket all to fail
with no intervening lookups or refreshes. However, k was precisely chosen for the
probability of simultaneous failure within an hour (the maximum refresh time)
to be small.
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In practice, the probability of failure is much smaller than the probability of
k nodes leaving within an hour, as every incoming or outgoing request updates
nodes’ buckets. This results from the symmetry of the XOR metric, because the
IDs of the nodes with which a given node communicates during an incoming
or outgoing request are distributed exactly compatibly with the node’s bucket
ranges.

Moreover, even if the invariant does fail for a single bucket in a single node,
this will only affect running time (by adding a hop to some lookups), not cor-
rectness of node lookups. For a lookup to fail, k nodes on a lookup path must
each lose k nodes in the same bucket with no intervening lookups or refreshes.
If the different nodes’ buckets have no overlap, this happens with probability
2−k2

. Otherwise, nodes appearing in multiple other nodes’ buckets will likely
have longer uptimes and thus lower probability of failure.

Now we consider a ⟨key,value⟩ pair’s recovery. When a ⟨key,value⟩ pair is
published, it is populated at the k nodes, closest to the key. It is also re-published
every hour. Since even new nodes (the least reliable) have probability 1/2 of
lasting one hour, after one hour the ⟨key,value⟩ pair will still be present on one
of the k nodes closest to the key with probability 1 − 2−k. This property is not
violated by the insertion of new nodes that are close to the key, because as soon
as such nodes are inserted, they contact their closest nodes in order to fill their
buckets and thereby receive any nearby ⟨key,value⟩ pairs they should store. Of
course, if the k closest nodes to a key fail and the ⟨key,value⟩ pair has not been
cached elsewhere, Kademlia will fail to store the pair and therefore lose the key.

4 Implementation Notes

In this section, we describe two important techniques we used to improve the
performance of the Kademlia implementation.

4.1 Optimized Contact Accounting

The basic desired property of k-buckets is to provide LRU checking and evic-
tion of invalid contacts without dropping any valid contacts. As described in
Section 2.2, if a k-bucket is full, it requires sending a ping RPC every time
a message is received from an unknown node in the bucket’s range. The ping
checks to see if the least-recently used contact in the k-bucket is still valid. If
it isn’t, the new contact replaces the old one. Unfortunately, the algorithm as
described would require a large number of network messages for these pings.

To reduce traffic, Kademlia delays probing contacts until it has useful mes-
sages to send them. When a Kademlia node receives an RPC from an unknown
contact and the k-bucket for that contact is already full with k entries, the node
places the new contact in a replacement cache of nodes eligible to replace stale
k-bucket entries. The next time the node queries contacts in the k-bucket, any
unresponsive ones can be evicted and replaced with entries in the replacement
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cache. The replacement cache is kept sorted by time last seen, with the most
recently seen entry having the highest priority as a replacement candidate.

A related problem is that because Kademlia uses UDP, valid contacts will
sometimes fail to respond when network packets are dropped. Since packet loss
often indicates network congestion, Kademlia locks unresponsive contacts and
avoids sending them any further RPCs for an exponentially increasing backoff
interval. Because at most stages Kademlia’s lookup only needs to hear from one
of k nodes, the system typically does not retransmit dropped RPCs to the same
node.

When a contact fails to respond to 5 RPCs in a row, it is considered stale.
If a k-bucket is not full or its replacement cache is empty, Kademlia merely
flags stale contacts rather than remove them. This ensures, among other things,
that if a node’s own network connection goes down teporarily, the node won’t
completely void all of its k-buckets.

4.2 Accelerated Lookups

Another optimization in the implementation is to achieve fewer hops per lookup
by increasing the routing table size. Conceptually, this is done by considering
IDs b bits at a time instead of just one bit at a time. As previously described, the
expected number of hops per lookup is log2 n. By increasing the routing table’s
size to an expected 2b log2b n k-buckets, we can reduce the number of expected
hops to log2b n.

Section 2.4 describes how a Kademlia node splits a k-bucket when the bucket
is full and its range includes the node’s own ID. The implementation, however,
also splits ranges not containing the node’s ID, up to b − 1 levels. If b = 2, for
instance, the half of the ID space not containing the node’s ID gets split once
(into two ranges); if b = 3, it gets split at two levels into a maximum of four
ranges, etc. The general splitting rule is that a node splits a full k-bucket if the
bucket’s range contains the node’s own ID or the depth d of the k-bucket in the
routing tree satisfies d ̸≡ 0 (mod b). (The depth is just the length of the prefix
shared by all nodes in the k-bucket’s range.) The current implementation uses
b = 5.

Though XOR-based routing resembles the first stage routing algorithms of
Pastry [1], Tapestry [2], and Plaxton’s distributed search algorithm [3], all three
become more complicated when generalized to b > 1. Without the XOR topology,
there is a need for an additional algorithmic structure for discovering the target
within the nodes that share the same prefix but differ in the next b-bit digit.
All three algorithms resolve this problem in different ways, each with its own
drawbacks; they all require secondary routing tables of size O(2b) in addition to
the main tables of size O(2b log2b n). This increases the cost of bootstrapping and
maintenance, complicates the protocols, and for Pastry and Tapestry complicates
or prevents a formal analysis of correctness and consistency. Plaxton has a proof,
but the system is less geared for highly fault-prone environments like peer-to-
peer networks.
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5 Summary

With its novel XOR-based metric topology, Kademlia is the first peer-to-peer
system to combine provable consistency and performance, latency-minimizing
routing, and a symmetric, unidirectional topology. Kademlia furthermore intro-
duces a concurrency parameter, α, that lets people trade a constant factor in
bandwidth for asynchronous lowest-latency hop selection and delay-free fault re-
covery. Finally, Kademlia is the first peer-to-peer system to exploit the fact that
node failures are inversely related to uptime.
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[3] Andréa W. Richa C. Greg Plaxton, Rajmohan Rajaraman. Accessing nearby copies
of replicated objects in a distributed environment. In Proceedings of the ACM
SPAA, pages 311–320, June 1997.

[4] Stefan Saroiu, P. Krishna Gummadi and Steven D. Gribble. A Measurement Study
of Peer-to-Peer File Sharing Systems. Technical Report UW-CSE-01-06-02, Uni-
versity of Washington, Department of Computer Science and Engineering, July
2001.

[5] Ion Stoica, Robert Morris, David Karger, M. Frans Kaashoek, and Hari Balakr-
ishnan. Chord: A scalable peer-to-peer lookup service for internet applications. In
Proceedings of the ACM SIGCOMM ’01 Conference, San Diego, California, August
2001.


	Lecture Notes in Computer Science
	Springer
	Peer-to-Peer Systems
	Preface
	Organization
	Steering Committee
	Program Committee
	Organizing Chairs
	Sponsors

	Table of Contents
	Structure Overlay Routing Protocols: State of the Art and Future Directions
	Deployed Peer-to-Peer Systems
	Anonymous Overlays
	Applications
	Evaluation
	Searching and Indexing
	Data Management

	Workshop Report for IPTPS’02 1st International Workshop on Peer-to-Peer Systems 7-8 March 2002 – MIT Faculty Club, Cambridge, MA, USA
	Session 1: DHT Routing Protocols: State of the Art and Future Directions Chair: Scott Shenker
	Session 2: Deployed Peer-to-Peer Systems Chair: Roger Dingledine/Steve Gribble
	Session 3: Anonymous Overlays Chair: Roger Dingledine
	Session 4: Applications I Chair: Frans Kaashoek
	Session 5: Are We on the Right Track? Chair: John Kubiatowicz
	Session 6: Searching and Indexing Chair: Robert Morris
	Session 7: Security in Peer-to-Peer Systems Chair: Steve Gribble
	Session 8: Applications II Chair: Ion Stoica
	Session 9: Data Management Chair: David Karger
	Thanks
	Acknowledgements

	Observations on the Dynamic Evolution of Peer-to-Peer Networks
	Introduction
	A Half-Life Lower Bound
	A Dynamic Model for Chord
	Background on Chord
	The Ring-like State in Chord
	Strong Stabilization

	Conclusion
	References

	Brocade: Landmark Routing on Overlay Networks
	Introduction
	Tapestry Routing and Location
	Routing Layer
	Data Location

	Brocade Base Architecture
	Brocade Construction
	Brocade Routing

	Evaluation of Base Design
	Related Work and Status
	References

	Routing Algorithms for DHTs: Some Open Questions
	Introduction
	Review of Existing Algorithms
	State-Efficiency Tradeoff
	Resilience to Failures
	Routing Hot Spots
	Incorporating Geography
	Extreme Heterogeneity
	References

	Kademlia: A Peer-to-Peer Information System Based on the XOR Metric
	Introduction
	System Description
	XOR Metric
	Node State
	Kademlia Protocol
	Routing Table
	Efficient Key Re-publishing

	Sketch of Proof
	Implementation Notes
	Optimized Contact Accounting
	Accelerated Lookups

	Summary
	References

	Efficient Peer-to-Peer Lookup Based on a Distributed Trie
	Introduction
	System Model
	Algorithms
	Bounded, Unbounded, and Full Path Modes
	Conservative and Liberal Modes

	Preliminary Experimental Evaluation
	Conclusions
	References

	Self-Organizing Subsets: From Each According to His Abilities, to Each According to His Needs
	Introduction
	Challenges to Massive Decentralization
	An Overlay Peer Utility Service
	Conclusions
	References

	Mapping the Gnutella Network: Macroscopic Properties of Large-Scale Peer-to-Peer Systems
	1 Introduction
	2 Gnutella Protocol Description
	3 Data Collection
	4 Gnutella Network Analysis
	4.1 Connectivity and Reliability in Gnutella Network. Power-Law Distributions
	4.2 Estimates of Generated Traffic
	4.3 Internet Infrastructure and Gnutella Network
	5 Summary and Future Work
	Acknowledgements
	References

	Can Heterogeneity Make Gnutella Scalable?
	Introduction
	Background
	Design
	Evaluation
	Other Related Work
	Discussion
	References

	Experiences Deploying a Large-Scale Emergent Network
	Introduction
	Observed Behavior
	Frequent Join / Leave
	Varying Space Allocation
	Varying Connection Quality
	Routability

	Which Parts Worked?
	Which Parts Failed? (Open Problems)
	Original Introduction
	Data Availability

	Other Open Problems
	Bypassing Firewalls and NAT

	Conclusion
	References

	Anonymizing Censorship Resistant Systems
	Introduction
	System Description
	Publishing
	Retrieval

	Commentary on the Protocol
	Replication
	Forwarders
	Encryption of Shares
	Decrypters

	Discussion
	Related Work
	Conclusion
	Acknowledgements
	References

	Introducing Tarzan, a Peer-to-Peer Anonymizing Network Layer
	Introduction
	Architecture and Design
	Packet Relay
	Tunnel Setup
	IP Packet Forwarding
	Peer Selection

	Policy Issues
	Security and Anonymity Analysis
	Implementation
	Performance
	Related Work
	Conclusion
	References

	Mnemosyne: Peer-to-Peer Steganographic Storage
	Introduction and Motivation
	A Local Steganographic File System
	Writing and Reading a Single Block
	Directories, Inodes, and Files
	Discussion

	Distributing the Block Store
	Discussion

	Enhancements
	Simulation
	Implementation
	Relation to Existing Work
	References

	ConChord: Cooperative SDSI Certificate Storage and Name Resolution
	Introduction
	SDSI Background
	Design
	Peer-to-Peer Architecture
	Accelerating the Operations

	Evaluation
	DNS Traces
	Mailing Lists

	Related Work
	Conclusion
	Acknowledgments
	References

	Serving DNS Using a Peer-to-Peer Lookup Service
	Introduction and Related Work
	Design and Implementation
	Evaluation
	Why (Not) Cooperative
DNS?
	DNS Administration
	Dynamically Generated Records
	Denial of Service

	Conclusions
	References

	Network Measurement as a Cooperative Enterprise
	Introduction
	An M-coop Design
	The Service
	The Architecture

	Architecture Details and Operation
	Routing
	Measurement
	Trust
	AOR Assignment and Overlay Construction

	Related Work
	Open Questions
	Acknowledgments
	References

	The Case for Cooperative Networking
	Introduction
	Cooperative Networking (CoopNet)
	Where Is the Bottleneck?
	Basic Operation of CoopNet
	Peer Selection
	Streaming Media Content
	Avoiding Server-Based Redirection
	Security Issues

	Experimental Evaluation
	Finding Content
	Load on Peers
	Finding Nearby Peers
	Duration of Activity Period for Peers

	Comparison with Alternative Approaches
	Acknowledgements
	References

	Internet Indirection Infrastructure
	Introduction
	Internet Indirection Infrastructure
	Rendezvous-Based Communication
	Communication Primitives Provided by i3
	Stack of Identifiers

	i3 Implementation
	Security
	Anonymity

	Related Work
	Status
	Conclusions
	References

	Peer-to-Peer Caching Schemes to Address Flash Crowds
	Introduction
	System Requirements
	Design
	Redirection
	Resource Location
	Caching and Replication

	Evaluation
	Related Work
	Conclusions
	Acknowledgments
	References

	Exploring the Design Space of Distributed and Peer-to-Peer Systems: Comparing the Web, TRIAD, and Chord/CFS
	Introduction
	The World Wide Web
	TRIAD
	Chord/CFS
	Summary

	Names and Addresses
	The World Wide Web
	TRIAD
	Chord/CFS-style Peer-to-Peer Systems

	Routing, Lookup, and Topology
	The World Wide Web
	TRIAD
	Chord/CFS-style Peer-to-Peer Systems

	Summary and Conclusions
	References

	Are Virtualized Overlay Networks Too Much of a Good Thing?
	Introduction
	Locality Is a Good Thing
	Searching
	Adding Information Back In
	Eschewing Virtualization
	Summary
	References

	Locating Data in (Small-World?) Peer-to-Peer Scientific Collaborations
	Introduction
	Small Worlds in Scientific Communities
	Data Sharing in a Physics Collaboration

	Locating Files in Small-World Networks
	Gossiping Bloom Filters for Information Dissemination
	Gossip Mechanism
	Bloom Filters
	Advantages of Building the System around Shared Data Interests

	Creating a Small World
	Summary
	Acknowledgements
	References

	Complex Queries in DHT-based Peer-to-Peer Networks
	Introduction
	Background
	Text Retrieval and Hash Indexes
	Why Not Peer-to-Peer Databases?

	P2P Query Processing
	Architecture
	Namespaces and Multicast
	Query Processing Operators

	Status
	Acknowledgments
	References

	The Sybil Attack
	1 Introduction
	2 Formal Model
	3 Results
	3.1 Direct Identity Validation
	3.2 Indirect Identity Validation

	4 Related Work
	5 Summary and Conclusions
	Acknowledgements
	References

	Security Considerations for Peer-to-Peerm Distributed Hash Tables
	Introduction
	Background
	Adversary Model
	Attacks and Defenses
	Routing Attacks
	Storage and Retrieval Attacks
	Miscellaneous Attacks

	Conclusion
	References

	Dynamically Fault-Tolerant Content Addressable Networks
	Introduction
	Dynamic Fault Tolerance 
	Related Work 

	A Dynamically Fault-Tolerant Content Addressable Network
	The Virtual CAN 
	Implementation of Virtual CAN by Peers
	Search for a Data Item 
	Content and Peer Insertion 

	Conclusion
	References
	Appendix
	Dynamic Fault-Tolerance 


	Scalable Management and Data Mining Using Astrolabe
	Introduction
	Astrolabe
	Using Astrolabe
	Low-Level Communication
	Configuration
	Communication through an ALG
	Related Work
	Conclusions
	Acknowledgements
	References

	Atomic Data Access in Distributed Hash Tables
	Introduction
	Guarantees
	Algorithm
	Discussion
	Fault-Tolerance
	References
	Pseudocode

	Dynamic Replica Placement for Scalable Content Delivery
	Introduction
	Problem Formulation
	Peer-to-Peer Location Services: The Tapestry Infrastructure
	Tapestry Routing Mesh
	Tapestry Distributed Location Service

	Dissemination Tree Protocols
	Replica Placement and Tree Construction
	Soft State Tree Maintenance

	Evaluation
	Conclusions and Future Work
	Acknowledgments
	References

	Peer-to-Peer Resource Trading in a Reliable Distributed System
	Introduction
	Data Trading
	Trading Policies

	Generalizing Trading in Peer-to-Peer Systems
	Related Work

	Conclusion
	References

	Erasure Coding Vs. Replication: A Quantitative Comparison
	Introduction
	Background
	Assumptions
	Availability
	System Comparison
	Fix MTTF and Repair Epoch
	Fix Storage Overhead and Repair Epoch
	Fix MTTF and Storage Overhead

	Discussion
	Future Work
	Related Work
	Conclusion
	References
	Appendix: Durability Derivation

	Author Index

