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his article illustrates the use of the inversion coeffi-
cient (IC) as the main design parameter to explore the 
various tradeoffs faced in the design of analog circuits. 
We start with showing that the same transconductance, 
gain-bandwidth (GBW) product, or input-referred ther-

mal noise resistance of a common-source (CS) amplifier can be achieved 
with lower current by shifting the IC toward moderate inversion (MI) at 
the cost of a slight increase of the transistor aspect ratio and area. In such 
case the self-loading gate capacitance cannot be ignored, and accounting 
for it introduces a minimum bias current at an IC that lies in the middle of 
the MI to achieve a given GBW. 

Various figures-of-merit (FoMs) are then introduced starting with the 
current or transconductance efficiency / .G Im D  It is shown that /G Im D  is 
maximum in weak inversion (WI) and that because of velocity saturation 
(VS) more current is required in strong inversion (SI) to reach the same 
transconductance than when VS is absent. The transit frequency Ft  is then 
derived as a function of the IC, and it is shown that it reaches a maximum 
Ftpeak  in SI that is inversely proportional to the VS parameter .cm  It is also 
shown that Ftpeak  does not scale as /L1  and only depends on the ratio of 
the oxide capacitance per unit area to the total extrinsic gate capacitance 
per unit width. Finally the product /G I F·m D t  FoM is introduced. The lat-
ter reaches a maximum in MI, offering a good tradeoff among gain, noise, 
and current consumption. All the presented FoMs can be expressed versus 
the IC using simple analytical expressions requiring only four parameters. 
They are favorably compared to measurements of short-channel devices 
from 40- and 28-nm bulk CMOS technologies and with the BSIM6 compact 
model for the 40-nm device, illustrating the effectiveness of using the IC in 
the design of analog circuits.

Introduction
The design of analog circuits is the art of finding the right tradeoff 
between conflicting constraints or specifications such as power, noise, 
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linearity, gain, supply voltage, volt-
age swing, speed and input/output 
impedance, as illustrated by Razavi’s 
analog design octagon, shown in Fig-
ure 1 [1]. After having found the most 
appropriate system architecture and 
circuit, the designer finally needs to 
select the right drain bias current, 
channel width, and length for each 
metal–oxide–semiconductor (MOS) 
transistor [2]. These three indepen-
dent degrees of freedom for each 
device influence their performance, 
including bias voltages, dc gain, band-
width, noise, matching, and linear-
ity and hence have an impact on the 
overall circuit performance [2]. 

Among all the transistor parame-
ters (current, width, length, and bias 

voltages), the overdrive voltage V VG T0-  
has been used as a key design vari-
able for a long time. However, with 
the down-scaling of complementary 
MOS (CMOS) technology, the operat-
ing points of MOS transistors have 
been progressively pushed toward 
moderate or even WI (subthreshold 
region), where the overdrive voltage 
is not convenient anymore. To cover 
the whole range of operating regimes 
from WI to SI, we propose replac-
ing the overdrive voltage by the IC 
describing the state of inversion of 
the channel from weak via moderate 
to SI.

The concept of IC was introduced in 
the first part of this article [3], together 
with the simplified charge-based 

Enz–Krummenacher–Vittoz (EKV) MOS 
field-effect transistor (FET) model 
that can be used to model devices in 
saturation even in advanced CMOS 
processes with only a few param-
eters including the effect of VS. The 
model includes simple expressions 
of the normalized (source) transcon-
ductance and the transconductance 
efficiency /G Im D  in terms of IC  and 
the VS parameter .cm  Similarly, the 
output conductance in saturation for 
short-channel devices can also be 
ex       pressed in terms of IC  and two 
additional parameters dm  and .dv   
The model was validated on several 
advanced bulk and fully depleted 
silicon on insulator (FDSOI) CMOS 
processes [3].

In this second part, we will inves-
tigate how this simplified EKV model 
can be used to explore the various 
tradeoffs faced when designing ana-
log circuits. Since much circuit per-
formance directly depends on Gm   
and/or ,Gds  it can be characterized 
over a wide range of bias using the 
expressions of Gm  and .Gds

Basic Tradeoffs in Analog IC Design
The transconductance, and hence 
the current and area, of a single-
stage amplifier or a differential pair 
is often dictated by the require-
ments on gain, GBW product, and 
noise [4], [5]. Because the transcon-
ductance is proportional to the aspect 
ratio /W L  and increases with the 
current, the same transconductance 
can be achieved for different /W L  
ratios and bias current. Hence, the 
designer still has the degree of free-
dom to choose the appropriate IC at 
which the device needs to be biased 
to achieve a given transconductance. 
It will be shown below that mov-
ing the operating point to MI or WI 
actually comes with a reduction of 
current at the cost of an increase in 
area to achieve the same transcon-
ductance, GBW, or input-referred 
thermal noise [4], [5]. To show this, 
we will look at the simple CS stage 
shown in Figure 2. We will inves-
tigate how the bias current Ib  and 
aspect rat io /W L  of a transistor 
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Figure 1: Razavi’s analog design octagon, illustrating the tradeoffs faced in the design of 
analog circuits [1].
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Figure 2: CS gain stage schematics for the calculation of (a) constant ,Gm  (b) constant ,GBW  
and (c) constant GBW  including self-loading.

In this second part, we will investigate how 
this simplified EKV model can be used to 
explore the various tradeoffs faced when 
designing analog circuits.

Authorized licensed use limited to: EPFL LAUSANNE. Downloaded on April 15,2021 at 08:33:13 UTC from IEEE Xplore.  Restrictions apply. 



   IEEE SOLID-STATE CIRCUITS MAGAZINE fall 20 17  75

varies with IC  for a given ,Gm  GBW, 
and input-referred thermal noise 
resistance .Rn

Constant-Gm
The transconductance of an MOS 
transistor such as in the CS gain 
stage shown in Figure 2(a) is propor-
tional to the transistor aspect ratio 
/W L  and depends on the bias cur-

rent .Ib  The latter can be reduced to 
lower the power consumption, but 
the aspect ratio has to be increased 
to achieve the same transconduc-
tance, therefore increasing the tran-
sistor area. This tradeoff between 
the bias current and the transistor 
aspect ratio can be explored by 
means of the IC using the defini-
tion of the normalized source trans -
conductance ( )ICgms  given in [3]. The 
gate transconductance Gm  can be 
written as

 ( ),G nU
I

L
W g IC· ·m

T
ms

spec
=

4  (1)

where W  and L  are the width and 
length of the t ransistor,  n  is  
the slope factor, and /U kT qT _  is  
the thermodynamic voltage [3]. 
I n C U2 ox T0

2
spec _ n4  is the specific 

current per square, which is a fun-
damental parameter for a given 
technology and type of transistor 
(n- or p-channel), where 0n  is the 
low field mobility in the channel 
region and Cox  the oxide capacitance 
per unit area [3]. gms  is the normal-
ized source transconductance given 
by [3]
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where /G I U n C U2T ox T0spec spec_ n=  
and /L Lc sat_m  is the VS param-
eter corresponding to the fraction 
of the channel in which the carrier 
drift velocity reaches the saturated 
velocity vsat  over a portion of the 
channel length /L U v2 T0sat satn=  [3].

From the definition of IC  given in 
[3], the drain current in saturation 
can be written as

 .I I IC I L
W IC· · ·D spec spec= = 4  (3)

Solving (1) and (3) for ID  and /W L  
results in

 ( ) ,I I
g IC

G nU IC· ·
D b

ms

m T= =  (4a)

 ( ) · ,L
W

g IC I
G nU·

ms

m T

spec
=

4
 (4b)

which can be normalized to the  
desired transconductance Gm  
according to

 · ( ) ,i G nU
I

g IC
IC

b
m T

b

ms
_ =  (5a)

 ( ) .AR L
W

G nU
I

g IC
1· ·m T ms

spec
_ =

4  (5b)

The normalized bias current ib  
and aspect ratio AR  are plotted in 
Figure 3 for different values of the 
VS parameter .cm  It shows that the 
same Gm  can be achieved with lower 
current by shifting IC  toward MI 
and WI where ib  saturates to unity. 
This is obtained at the cost of a sig-
nificant increase of the transistor 
aspect ratio (or of the transistor 
width W  for a fixed length L ) result-
ing in a drastic area increase. From 
this perspective, MI turns out to be 
a good tradeoff between low current 
and acceptable area for achieving a 
given transconductance [4], [5].

Constant Gain-Bandwidth Product
An important specification that deter-
mines the transconductance of single-
stage amplifiers as the CS amplifier 
shown in Figure 2(b) is the GBW prod-
uct GBW  or unity-gain frequency 

u~  given by

 ,C
G

L
W g· ·u

L

m
L ms~ ~= =  (6)

where CL  is the load capacitance 
at the drain of the transistor and 

/( )I nU CL T Lspec_~ 4  is a normaliz-
ing quantity corresponding actually 
to the GBW  of a square transistor 
biased in WI. If CL  is assumed to 
be constant, then (6) and (3) can be 
solved for ID  and /W L  and normal-
ized to the desired ,GBW  result-
ing in

 ,i I
I

g
IC1·b

b

msspec
_

X
=

4
 (7a)

 · ,AR L
W

g
1 1

ms
_

X
=  (7b)

where / .u L_ ~ ~X  Note that this nor-
malization leads to the same expres-
sions for ib  and AR  as in (5a) and 
(5b), which are plotted in Figure 3. 
Again, for achieving a given GBW 
product, current can be saved by 
moving the operating point toward 
MI at the cost of a slight increase in 

0.1

1

10

100

N
or

m
al

iz
ed

 B
ia

s 
C

ur
re

nt
 i b

0.01 0.1 1 10 100
Inversion Coefficient IC

0.1

1

10

100

N
or

m
al

iz
ed

 W
/L

λc = 1

λc = 0.3
λc = 0

λc = 1

λc = 0.3

λc = 0

Figure 3: The normalized current and /W L  ratio versus IC  for a constant Gm  and GBW.

From this perspective, MI turns out to 
be a good tradeoff between low current 
and acceptable area for achieving a given 
transconductance.
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transistor width. Moving it further 
toward WI does not gain much cur-
rent and costs a lot of area [4], [5].

The assumption that the load ca  -
pacitance remains constant becomes  
obviously erroneous as the transis-
tor gets wider. Indeed, since the 
parasitic capacitance of the transis-
tor is proportional to the width ,W  
enlarging the transistor to move the 
operating point to WI makes this 
parasitic capacitance contribute sig-
nificantly to the load capacitance 
at the drain. This can be accounted 
for as illustrated in Figure 2(c) by 
splitting the load capacitance into a 
constant part CL0  (typically includ-
ing the wire capacitance and the 
capacitance of the next stage) and 
a part that scales proportionally to 
the transistor width W

 · ,C C C WL L w0= +  (8)

where Cw  is the self-loading capacitan-
 ce per unit width mostly due to overlap 
and fringing field capacitances. Equa-
tions (6) and (3) can then be solved for 
ib  and /W L  accounting for (8), result-
ing in the following normalized cur-
rent and aspect ratio [6]–[8]:

 ,i I
I

g
IC1·b

D

msspec
_

lX X
=

-4
 (9a)

 ,AR L
W

g
1 1·

ms
_

lX X
=

-
 (9b)

where /C L Cw L0_l  is the ratio of  
the self-loading parasitic capaci-
tance of a square transistor ( )W L=  

to the fixed load capacitance. Equa-
tions (9a) and (9b) are plotted versus 
IC  for a constant GBW ( . )0 1X =  in 
Figure 4(a) without accounting for 
VS ( )0cm =  [6], [8]. It shows that the 
current accounting for self-loading 

.( )0 3 1andl l= =  now reaches a mi -
nimum for an optimum IC given by
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(10)

This is because when reducing IC  
and at the same time increasing W  
leads to an increase of CL  and hence 
a reduction of u~  that has to be com-
pensated by an increase of the current 
to maintain u~  constant. The curves 
in Figure 4(a) are without accounting 
for VS. Figure 4(b) shows ib  and AR  
for .0 3l =  and for different values of 

.cm  As expected, the impact of VS is 
negligible in WI whereas the required 
current to achieve the same GBW in 
SI gets significantly larger with VS. 
Notice that the optimum IC  corre-
sponding to the minimum current ib  
when VS is present is no more given 
by (10) and cannot be solved analyti-
cally, but (10) can still be used as a 
first guess since ICopt  is actually not 
much affected by VS as shown in Fig-
ure 4(b) [7], [8].

Constant Input-Referred  
Thermal Noise
The transconductance can also be 
determined by the input-referred 

thermal noise resistance Rn  given 
by [9]

 / ,R G I W L
nU

g· ·n
m

nD T

ms

nD

spec

c c
= =

4
 (11)

where G RnD m n_c  is the noise excess 
factor, which is slightly bias depen-
dent for a long-channel transistor 
and is typically comprised between 
/n 2 in WI and /n2 3 in SI. For short-

channel devices nDc  raises quickly 
in SI due to several short-channel 
effects but usually stays lower than 
3 [9]. It can be approximated as [10]

 ·IC1nD ,c a+ c  (12)

with .0 07,ac  [10]. Solving (11) and 
(3) for ID  and /W L  and normalizing 
to the desired Rn  results in

 · ·
,i nU

I R
g
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b
T

D n

ms

nD
_

c
=  (13a)

 .AR L
W

nU
R I

g·
·

T

n

ms

nDspec
_

c
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4  (13b)

The normalized bias current ib  and 
aspect ratio AR  given by (13) are 
plotted versus IC  in Figure 5 for 
different values of cm  and .ac  It 
shows that the required current 
for achieving a given Rn  in SI is sig-
nificantly larger in case of a short 
channel device where both cm  and 
ac  are different than zero. Moderate 
inversion is again a sweet spot for a 
balanced tradeoff between current 
consumption and area for achieving 
a given input-referred thermal noise.
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Figure 4: The normalized current and /W L  ratio versus IC  for a constant GBW  including self-loading capacitance: (a) without VS ( )0cm =   
and (b) including VS.
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The next section will show how 
some FoMs can be used as design 
guidelines using IC  as the main va -
riable to help designers choosing 
the appropriate region of operation 
for reaching their specs at the low-
est power.

FoMs as Design Guidelines

The Transconductance  
Efficiency /G Im D

The transconductance efficiency 
/G Im D  FoM is one of the most impor-

tant performance metrics for analog 
circuit design. It is a measure of how 
much transconductance is produced 
for a given bias current and is a func-
tion of .IC  The transconductance 
efficiency (or its inverse) appears 
in many expressions related to the 
power optimization of analog cir-
cuits. We actually already have seen 
it (or the inverse) in expressions (5), 
(7), and (13), derived, respectively, 
for constant ,Gm  constant ,u~  or 
constant .Rn

In the normalized form, the trans-
conductance efficiency is defined as 
the actual gate transconductance 
obtained at a given IC  with respect 
to the maximum transconductance 

/( )G I nUm D T=  reached in WI [7]
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(14)

The expression in (14), which is con-
tinuous from WI to SI and includes the 
effect of VS, is plotted in Figure 6. The 
figure shows the behavior of /g ICms  
for long-channel devices in which VS 
is absent which scales as / IC1  in SI 
(dashed blue curve). For short-chan-
nel devices subject to VS, the drain 
current becomes a linear function of 
the gate voltage, independent of the 
transistor length. Hence, the trans-
conductance becomes independent 
of the current and length. Since Gm  
becomes independent of ID  or ,IC  
the /G Im D  curve scales like /( )IC1 cm  
in SI instead of / IC1  when VS is 
absent. In essence, the effect of VS 

is to degrade the transconductance 
efficiency in SI, meaning that more 
current is required to reach the same 
transconductance obtained without 
VS. Nevertheless, irrespective of 
the channel length, /G Im D  remains 
invariant (i.e., / )g IC 1ms =  in WI, 
since short-channel effects, includ-
ing VS, have the same effect on Gm  
than on ID  simply because Gm  is pro-
portional to ID  in WI.

The Transit Frequency Ft
The transit frequency Ft  is defined as 
the frequency at which the extrapo-
lated small-signal current gain of the 
transistor in CS configuration falls 
to unity [9]. Ft  is a widely used met-
ric for characterizing the high-fre-
quency behavior of a MOSFET because 
many performances, such as the gain 
at RF and the minimum noise factor, 
are directly linked to Ft  [9]. A good 

approximation of Ft  is given by 
[9], [11]

 ,F C
G

2t
G

m

r
=  (15)

where C C CG Gi Ge= +  is the total gate 
capacitance comprising the intrin-
sic capacitance ,CGi  which is linked 
to the mobile charges in the chan-
nel, and the extrinsic capacitance 

,C C W·Ge GeW=  including the overlap 
and fringing field capacitances as 
shown in Figure 7, which scale with 
the transistor width .W  Since both 
Gm  and ,CGi  are bias dependent, Ft  
is bias dependent too. Its variation 
with respect to IC  is shown in Fig-
ure 8. In WI, the mobile charges are 
few and the intrinsic gate capacitance 
is negligible compared to the ex -
trinsic capacitance so that .C CG Ge,  
The bias dependence in WI is mostly 
coming from .Gm  Since in WI G Im D?  
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and hence ,G ICm ?  Ft  is therefore 
also proportional to .IC

Similarly to / ,G Im D  Ft  can be no  r-
malized as shown in Figure 8 to 
Ftspec  defined as the value of Ft  on 
the WI asymptote corresponding to 
IC 1=  [12]. In this way, the normal-
ized transit frequency /f F Ft t tspec_  
turns out to be equal to g ,ms  which 
is given by (2). Note that Ftspec  scales 
roughly as /L1  [12]
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spec spec

spec

spec

,

r

=

=
4

 

(16)

where /( ).F U L2 2T0
2

spec _ n r

As illustrated in Figure 8, in SI 
and under VS (i.e., for / ),IC1 c

2 1m  Ft  
(or ft in normalized form) saturates 
to /Ft cspec m  (or /1 cm  in normalized 
form). When increasing the channel 
length, i.e., for lower values of ,cm  the 
value of Ft  at which VS starts, moves 
to higher values and there is a region 

between IC 1=  and /IC 1 c
2m=  where 

Ft  follows the SI asymptote .IC
Note that once the VS param-

eter is extracted from the /G Im D  as 
described in [3], it is therefore easy to 
assess the peak Ft  for a given technol-
ogy from .Ftspec  It is also interesting 
to point out that the denormalized 
value of the saturation value of Ft  is 
given by [12]
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sat,

m r
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(17)

which shows that, surprisingly, Ftpeak  
does not scale as /L1  anymore [12]. 
This means that the only way to in  -
crease Ftpeak  is to increase Cox  but 
without increasing CGeW  [12]. This 
observation could explain the recent 
slow down of the peak transit fre-
quency progression witnessed in re -
cent years.

The / ·G I Fm D t  FoMs
Both /G Im D  and Ft  are very impor-
tant FoMs from an analog/RF design 
perspective: the former character-
izes the dc performance of a device 
while the latter characterizes its 
high-frequency performance. How-
ever, as is clear from Figures 6 and 8, 
there exists a fundamental tradeoff 
between the two. Aiming for low-
power operation by targeting a high 

/G Im D  at small values of IC  invari-
ably means compromising in speed 
(bandwidth). This is where the FoM 

defined as the product of the two 
formerly defined metrics comes into 
the picture. Combining two quanti-
ties that have their maxima on the 
opposite ends of the IC  axis, the 

/ ·G I Fm D t  FoM [13] serves as design 
guide to locate the optimum .IC

It can be justified from the small-
signal voltage gain of the CS stage 
shown in Figure 9, which is given by

,A V
V

R C
G Z

1v
S GS

m L u

in

out ,
~ ~

~
D
D

= =-
+

-

 (18)

where · /Z Ru t L S~ ~=  is the unity-
gain frequency and /G Cm GS  has been 
approximated by the transit frequency 

.t~  It can be shown that the noise fac-
tor ,NF  neglecting the noise of the bias 
current source, is given by

 .NF G R1
m S

nDc
= +  (19)

An FoM can be defined such that 
it maximizes the unity gain band-
width u~  while minimizing the 
added noise NF 1-  and the bias cur-
rent Ib
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(20)

which is proportional to the prod-
uct of /G Im b  and .Ft  Neglecting the 
bias dependence of ,nDc  this prod-
uct can be expressed in terms of IC   
using the normalized / ·G I Fm D t  FoM 
defined as [7]

 ,IC
g f·

of mrf
ms t

_  (21)

where /f g ct m g_  is the normalized 
transit frequency with /g G Gm m spec_  
and /( ).c C WLCg G ox_  As shown in 
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Figure 9: The CS amplifier used for deriva-
tion of the / ·G I Fm D t  FoM.
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Figure 8: The transit frequency Ft  versus IC  showing the definition of .Ftspec  The variables in 
parenthesis correspond to the normalized transit frequency.
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Figure 7: The extrinsic gate capacitances 
made of the overlap capacitance CGO  and 
the fringing field capacitance .CGf
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Figure 10, fomrf  shows a peaking 
behavior [13] that makes it useful 
for locating the optimum ,IC  which 
is due to the asymptotic behavior of 
two quantities that it incorporates 
[7], [14]. This maximum is located 
approximately at / .IC 1 /

c
4 3, m  What 

is even more interesting is that this 
peak lies at the higher end of the MI 
region for the contemporary CMOS 
technologies and moves deeper into 
the MI region with decreasing chan-
nel lengths, as shown in the bottom 
plot of Figures 11 and 12. It is worth 
noting that the peaking behavior of 
this FoM is caused by the degrada-
tion of Gm  and /G Im D  in SI due to 
VS [14]. In the absence of VS, in SI, 
Gm  (consequently Ft ) and /G Im D  
are respectively proportional to 
ID  and / ,I1 D  implying that the 

FoM would simply saturate in this 
region as shown by the blue dashed 
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Figure 10: The normalized FoM fomrf  (on a log scale) as a function of IC , along with  
the WI and SI asymptotes. The peak of the FoM lies at the intersection of IC  and / IC1 c

2m^ h 
asymptotes.
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Figure 12: / ,g ims d  ft  and fomrf  versus IC  for a 30-nm device [12].
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Figure 11: / ,g ims d  ,ft  and fomrf  versus IC  for a 40-nm device [12].
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line in Figure 10 and there would be 
no maximum.

Note that this FoM was succes-
sfully used by [15] to design an 
ultra low-power low-noise ampli-
fier (LNA).

Experimental Results
The three FoMs presented previ-
ously are plotted versus IC  in Fig-
ure 11 and in Figure 12 for a 40- and 
a 30-nm RF device from a 40- and 
28-nm bulk CMOS process, respec-
tively [12]. Despite their simplicity 
and reduced number of parameters, 
the analytical models fit the experi-
mental data very well over almost 
five decades of IC  (current). The 
small discrepancy for the last mea-
surement point in SI is due to mobil-
ity reduction due to the vertical 
field [9], which is not accounted for 
in the simple model. However, this 
effect is accounted for in the BSIM6 
compact model [16], which perfectly 
fits the measured data in Figure 11, 
including at high .IC

Other FoMs
Other FoMs can be defined and ex -
pressed in terms of .IC  For example, 

the minimum noise figure ,NFmin  
which gives the minimum noise 
that can be achieved under proper 
impedance matching conditions, also 
shows a minimum at the higher end 
of MI as shown in Figure 13 [11], [17]. 
Another example is used for the de -
sign of low-power oscillators. An 
FoM including the phase noise at a 
given offset frequency, the power 
consumption, and the oscillation 
frequency can be defined. The latter 
has been evaluated for Pierce and 
cross-coupled oscillators and shows 
a maximum also at the edge of MI 
and WI [18], [19].

Conclusions
This article illustrates the use the 
IC as the main design parameter to 
explore the various tradeoffs faced 
in the design of analog circuits. It 
can help the designer to select the 
most appropriate IC  setting the cur-
rent and the /W L  ratio. This is illus-
trated by looking at the simple CS 
gain stage. It is shown that the same 
transconductance, GBW, or input-
referred thermal noise resistance 
can be achieved with lower current 
by shifting the IC toward MI at the 

cost of a slight increase of the tran-
sistor aspect ratio and area. 

A minimum bias current can 
be found at an IC that lies in the 
middle of the MI to achieve a given 
GBW product when accounting for 
the self-loading capacitance at the 
drain. This current can be signifi-
cantly less than the current required 
to achieve the same t ranscon-
ductance, GBW or input-referred 
thermal noise resistance in SI, par-
ticularly under VS. Different FoMs 
are then introduced, starting with 
the transconductance or current 
efficiency / ,G Im D  which tells how 
much transconductance is obtained 
for a given current. /G Im D  is maxi-
mum in WI and decreases as / IC1  
in SI for long channel devices and as 
/( · )IC1 cm  for short-channel transis-

tors because of VS. Another FoM key 
to evaluate the RF performance of a 
device is the transit frequency .Ft  It 
is shown that Ft  follows a behavior 
opposite of / ,G Im D  namely increas-
ing with IC  to reach the maximum 
Ftpeak  in SI because of VS. It is shown 
that Ftpeak  is simply inversely propor-
tional to the VS parameter cm  and 
that does not scale as /L1  but is sim-
ply proportional to the ratio of the 
oxide capacitance per unit area and 
the total extrinsic gate capacitance 
per unit width. 

Another FoM is introduced as the 
product /G Im D  and Ft  that helps max-
imizing the ,GBW  while minimizing 
the added thermal noise at a given 
bias current, which turns out to be 
useful for choosing the right operat-
ing point of RF circuits such as LNAs. 
It is shown that the /G I F·m D t  FoM 
reaches a maximum in MI offering 
a good tradeoff between gain, noise 
and current consumption. 

All these FoMs can be expressed 
versus IC  using simple analytical 
expressions that fit experimental data 
very well despite requiring only four 
parameters: ,n  ,Ispec4  ,Lsat  and .C WGe  
All the presented FoMs are  favorably 
compared to measurements of short-
channel devices from 40- and 28-nm 
bulk CMOS technologies and with the 
BSIM6 compact model for the 40-nm 
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Figure 13: Minimum noise figure versus IC  [11], [17].

This article illustrates the use the IC as the 
main design parameter to explore the various 
tradeoffs faced in the design of analog circuits.
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device, illustrating how powerful the 
concept of the IC can be.
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