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Outline

I This class:
1. Monte Carlo Prediction
2. Monte Carlo Control

I Next class:
1. Temporal Difference Learning
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Recommended reading

I Chapter 5 in S. Sutton, and G. Barto, Reinforcement Learning: An Introduction,
MIT Press, 2018.
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Motivation

Motivation
In the previous lecture, we studied the planning problem. But if we do not have
complete knowledge of the environment, what can we do? Learning!
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Monte Carlo Methods for RL

• Monte Carlo methods are model-free: knowledge of the environment (transition
dynamics) is not required.

• Monte Carlo methods require only experience – sample sequences of states, actions,
and rewards from actual or simulated interaction with an environment.

• Monte Carlo methods are ways of solving the RL problem based on averaging
sample returns.

• Here we consider only episodic tasks.

• Monte Carlo methods are incremental in an episode-by-episode sense, but not in a
step-by-step (online) sense.
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Monte Carlo Estimation

Definition
Given a function f : X → R and a distribution P over X , define

µ := E
X∼P

[f(X)] =
∫
X
f(x)P (x)dx.

Then we sample X1, · · ·Xn
iid∼ P , and define

µ̂ :=
1
n

n∑
i=1

f(Xi).

I law of large numbers: Pr (limn→∞ µ̂→ µ) = 1.

I central limit theorem: as n→∞, µ̂−µ
σ/
√
n

d∼ N (0, 1), where σ2 = V[f(X)] <∞.
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Monte Carlo Policy Evaluation (Prediction)

Monte Carlo Prediction
Given a set of episodes obtained by following π and passing through s:

S1
A1∼π−−−−→ R2, S2 · · · , St

At∼π−−−−→ Rt+1, St+1 · · ·

estimate the state-value function:

vπ(s) := Eπ [Gt | St = s], where Gt :=
T∑

k=t+1

γk−t−1Rk.

• Each occurrence of state s in an episode is called a visit to s.

• The first time state s is visited in an episode is called the first visit to s.
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Monte Carlo Policy Evaluation (Prediction)

First-visit MC method
I estimates vπ(s) as the average of the returns following first visits to s.

I converges to vπ(s) as the number of first visits to s goes to infinity (by the law of
large numbers).

Every-visit MC method

I estimates vπ(s) as the average of the returns following all visits to s.

I converges to vπ(s) as the number of visits to s goes to infinity [2].
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First-visit MC Prediction Algorithm

First-visit MC prediction
Input: the policy π to be evaluated
Initialize:

V (s) ∈ R, arbitrarily, ∀s ∈ S
Returns(s)← an empty list, ∀s ∈ S

Loop forever (for each episode):
Generate an episode following π: S0, A0, R1, S1, . . . , ST−1, AT−1, RT

Loop for each step of episode, t = T − 1, T − 2, . . . , 0:
G← γG+Rt+1

Unless St appears in S0, S1, . . . , St−1:
Append G to Returns(St)
V (St)← average(Returns(St))

Output: V ≈ vπ
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Incremental Updates

• Given a sequence of {Xt}t, define

µn :=
1
n

n∑
t=1

Xt.

• The incremental update rule for µn is:

µn =
1
n

n∑
t=1

Xt

=
1
n

(
Xn + (n− 1)

1
n− 1

n−1∑
t=1

Xt

)
=

1
n

(Xn + (n− 1)µn−1)

= µn−1 +
1
n

(Xn − µn−1) .

• Can generalize to weighted average.
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Incremental Monte Carlo Updates

• Update V(s) incrementally, on an episode-by-episode basis.

• For each state St with return Gt, update counter N(St) and V (St):

N(St) ← N(St) + 1

V (St) ← V (St) +
1

N(St)
(Gt − V (St)) .

• In non-stationary problems, it can be useful to track a running mean, i.e., forget old
episodes.

V (St) ← V (St) + α (Gt − V (St)) .
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Example: Blackjack

• Goal: obtain cards the sum of whose numerical values is as great as possible without
exceeding 21.

• States (total of 200 states):

I current sum (12–21)
I the dealer’s one showing card (ace–10)
I whether or not holding a usable ace (yes-no)

• Actions:

I stick (stop receiving cards and terminate)
I hit (request another card, no replacement)

• Reward for stick:

I +1 if current sum > dealer’s sum
I 0 if current sum = dealer’s sum
I −1 if current sum < dealer’s sum

• Reward for hit:

I −1 if current sum > 21 (and terminate)
I 0 otherwise
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Example: Blackjack

• The dealer’s strategy: stick on any sum of 17 or greater, and hit otherwise.

• The target policy π: stick if the current sum is 20 or 21, and hit otherwise.

• To find vπ(s) by a Monte Carlo approach, one simulates many blackjack games
using the policy π and averages the returns following each state.
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Example: Blackjack

Figure: Approximate state-value functions vπ(s) computed by Monte Carlo prediction.
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Dynamic Programming vs. Monte Carlo

• DP methods:

I update estimates of the values of states based on estimates of the values of
successor states.

I updating estimates on the basis of other estimates is called bootstrapping.

• MC methods:

I the estimates for each state are independent.

I the estimate for one state does not build upon the estimate of any other state,
i.e., MC methods do not bootstrap.

I the computational expense of estimating the value of a single state is
independent of the number of states.
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Monte Carlo Estimation of Action Values

• Without a model, state values alone are not sufficient to determine (optimal) policy.

• Thus, in MC methods we estimate action values qπ(s, a) = Eπ [Gt|St = s,At = a].

• MC methods for state value estimation can be extended to action value estimation.

• Maintaining exploration problem: many state-action pairs may never be visited (e.g.
consider a deterministic policy). For policy evaluation to work for action values, we
must assure continual exploration.

Exploring starts assumption

I every state-action pair has a nonzero probability of being selected as the start of
an episode.

I this guarantees that all state-action pairs will be visited an infinite number of
times in the limit of an infinite number of episodes.

• Alternative option: consider only policies that are stochastic with a nonzero
probability of selecting all actions in each state.
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Generalized Policy Iteration

• Policy evaluation: estimate vπ
e.g., iterative policy iteration:

V (s) =
∑
s′,r

p(s′, r|s, π(s))
(
r + γV (s′)

)
,

until convergence.

• Policy improvement: generate π′ ≥ π
e.g., greedy policy improvement:

π(s)← arg max
a

∑
s′,r

p(s′, r|s, a)
(
r + γV (s′)

)

evaluation

improvement

⇡  greedy(V )

V⇡

V  v⇡

v⇤⇡⇤

Greedy policy improvement requires the knowledge of MDP.
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Monte Carlo Policy Iteration (Control)

evaluation

improvement

⇡ Q

⇡  greedy(Q)

Q q⇡

• Alternating complete steps of policy evaluation and policy improvement.

• Beginning with an arbitrary policy π0 and ending with the optimal policy and
optimal action-value function:

π0
E−→ qπ0

I−→ π1
E−→ qπ1

I−→ π2
E−→ . . .

I−→ π∗
E−→ q∗

I
E−→ : complete MC policy evaluation

I
I−→ : complete greedy policy improvement
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Monte Carlo Policy Iteration (Control)

Policy evaluation
• Compute each qπk exactly, for arbitrary πk using MC methods.

• Assumptions for exact policy evaluation:

1. observe an infinite number of episodes.
2. the episodes are generated with exploring starts.

Policy improvement
• Construct each πk+1 as the greedy policy with respect to the current action-value
function qπk :

πk+1(s) := arg max
a

qπk (s, a).

• No model is needed to construct the greedy policy.
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Monte Carlo Policy Iteration (Control)

Theorem (Convergence for the MC Policy Iteration)
Under the two assumptions for exact policy evaluation, overall process (MC Policy
Iteration) converges to the optimal policy and optimal value function.

Proof.
Suppose we observe an infinite number of episodes (with exploring starts), and thus
qπk is computed exactly:

qπk (s, πk+1(s)) = qπk (s, arg max
a

qπk (s, a))

= max
a

qπk (s, a)

≥ qπk (s, πk(s))
= vπk (s).

Therefore by the policy improvement theorem: πk+1 ≥ πk. This in turn assures us
that the overall process converges to the optimal policy and optimal value function. �
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Motivation

Key question
How can we remove the two unlikely assumptions in order to guarantee the
convergence of the MC policy iteration?
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MC Control w/o infinite number of episodes

• Give up trying to complete policy evaluation before returning to policy improvement.

• On each evaluation step, move the value function toward qπk , but do not expect to
actually get close.

• Alternate between evaluation and improvement on an episode-by-episode basis.

• After each episode, the observed returns are used for policy evaluation, and then the
policy is improved at all the states visited in the episode.
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MC Control with Exploring Starts Algorithm

MC Control with Exploring Starts (ES)
Initialize:

π(s) ∈ A(s), arbitrarily, ∀s ∈ S
Q(s, a) ∈ R, arbitrarily, ∀s ∈ S, a ∈ A(s)
Returns(s, a)← an empty list, ∀s ∈ S

Loop forever (for each episode):
Choose S0 ∈ S, A0 ∈ A(S0) randomly s.t. all pairs have probability > 0
Generate an episode from S0, A0, following π: S0, A0, R1, . . . , ST−1, AT−1, RT

G← 0
Loop for each step of episode, t = T − 1, T − 2, . . . , 0:

G← γG+Rt+1

Unless pair St, At appears in S0, A0, . . . , St−1, At−1:
Append G to Returns(St, At)
Q(St, At)← average(Returns(St, At))
π(St)← arg maxaQ(St, a)

Output: π ≈ π∗
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MC Control with Exploring Starts Algorithm

• In MC Control with ES, all the returns for each state-action pair are accumulated
and averaged, irrespective of what policy was in force when they were observed.

• Stability is achieved only when both the policy and the value function are optimal.

• Convergence to this optimal fixed point seems inevitable as the changes to the
action-value function decrease over time, but has not yet been formally proved.
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Example: Blackjack108 CHAPTER 5. MONTE CARLO METHODS
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Figure 5.5: The optimal policy and state-value function for blackjack, found by Monte
Carlo ES (Figure 5.4). The state-value function shown was computed from the action-value
function found by Monte Carlo ES.

action-value function can be zero for all state–action pairs. Figure 5.5 shows the
optimal policy for blackjack found by Monte Carlo ES. This policy is the same as the
“basic” strategy of Thorp (1966) with the sole exception of the leftmost notch in the
policy for a usable ace, which is not present in Thorp’s strategy. We are uncertain
of the reason for this discrepancy, but confident that what is shown here is indeed
the optimal policy for the version of blackjack we have described.

5.4 Monte Carlo Control without Exploring Starts

How can we avoid the unlikely assumption of exploring starts? The only general way
to ensure that all actions are selected infinitely often is for the agent to continue to
select them. There are two approaches to ensuring this, resulting in what we call
on-policy methods and o↵-policy methods. On-policy methods attempt to evaluate
or improve the policy that is used to make decisions, whereas o↵-policy methods
evaluate or improve a policy di↵erent from that used to generate the data. The
Monte Carlo ES method developed above is an example of an on-policy method. In
this section we show how an on-policy Monte Carlo control method can be designed
that does not use the unrealistic assumption of exploring starts. O↵-policy methods
are considered in the next section.

In on-policy control methods the policy is generally soft, meaning that ⇡(a|s) > 0
for all s 2 S and all a 2 A(s), but gradually shifted closer and closer to a deterministic
optimal policy. Many of the methods discussed in Chapter 2 provide mechanisms
for this. The on-policy method we present in this section uses "-greedy policies,

Figure: The optimal policy and state-value function for blackjack, found by Monte Carlo ES.
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MC Control w/o Exploring Starts

• The only general way to ensure that all actions are selected infinitely often is for the
agent to continue to select them.

On-policy vs. Off-policy

I on-policy methods: attempt to evaluate or improve the policy that is used to
make decisions.

I off-policy methods: evaluate or improve a policy different from that used to
generate the data.

Theory and Methods for Reinforcement Learning | Prof. Volkan Cevher, volkan.cevher@epfl.ch Slide 27/ 43



On-policy MC Control w/o Exploring Starts

Definition (Soft policies)

I ε-soft policy:
π(a | s) ≥ ε, ∀s ∈ S, a ∈ A(s).

I ε-greedy policy:

π′(a|s)←
{

1− ε+ ε
|A(s)| , if a ∈ arg maxa qπ(s, a)

ε
|A(s)| , otherwise

I the ε-greedy policies are examples of ε-soft policies.

I among ε-soft policies, ε-greedy policies are in some sense those that are closest to
greedy policy.

• The overall idea of on-policy MC control is still that of GPI.

• GPI does not require that the policy be taken all the way to a greedy policy, only
that it be moved towards a greedy policy.

• We will move it only to an ε-greedy policy.
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On-policy MC Control w/o Exploring Starts

Theorem (Soft policy improvement)
For any ε-soft policy π, any ε-greedy policy π′ with respect to qπ is guaranteed to be
better than or equal to π, i.e. π′ ≥ π.

Proof.

qπ(s, π′(s)) =
∑
a

π′(a|s)qπ(s, a)

=
ε

|A(s)|

∑
a

qπ(s, a) + (1− ε) max
a

qπ(s, a)

≥
ε

|A(s)|

∑
a

qπ(s, a) + (1− ε)
∑
a

π(a|s)− ε
|A(s)|

1− ε
qπ(s, a)

=
ε

|A(s)|

∑
a

qπ(s, a)−
ε

|A(s)|

∑
a

qπ(s, a) +
∑
a

π(a|s)qπ(s, a)

= vπ(s).

Applying the policy improvement theorem, one has π′ ≥ π. The equality can hold only
when both π and π′ are optimal among the ε-soft policies (see book for the proof). �
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On-policy MC Control w/o Exploring Starts
On-policy first-visit MC control (for ε-soft policies)
Algorithm parameter: small ε > 0
Initialize:

π(s)← an arbitrary ε-soft policy
Q(s, a) ∈ R, arbitrarily, ∀s ∈ S, a ∈ A(s)
Returns(s, a)← an empty list, ∀s ∈ S

Loop forever (for each episode):
Generate an episode following π: S0, A0, R1, . . . , ST−1, AT−1, RT

G← 0
Loop for each step of episode, t = T − 1, T − 2, . . . , 0:

G← γG+Rt+1

Unless pair St, At appears in S0, A0, . . . , St−1, At−1:
Append G to Returns(St, At)
Q(St, At)← average(Returns(St, At))
Let A∗ ← arg maxaQ(St, a), and for all a ∈ A(St):

π(a|St)←
{

1− ε+ ε
|A(St)| , if a = A∗

ε
|A(St)| , if a , A∗

Output: π ≈ π∗
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Off-policy Methods

• Use two different policies:

1. target policy - one that is learned about and that becomes the optimal policy.
2. behavior policy - one that is more exploratory and is used to generate behavior.

• Sample efficient compared to on-policy methods.

• They have greater variance and are slower to converge (as the data is due to a
different policy).

• They are more powerful and general, e.g., on-policy method is a special case in
which the target and behavior policies are the same.
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Off-policy MC Prediction

Off-policy Prediction

I estimate vπ or qπ , given episodes following another policy b, where b , π:

S1
A1∼b−−−−→ R2, S2 · · · , St

At∼b−−−−→ Rt+1, St+1 · · ·

I π is the target policy
I b is the behavior policy

Assumption of coverage

π(a|s) > 0⇒ b(a|s) > 0, ∀a ∈ A(s)

I it follows from coverage that b must be stochastic in states where it is not
identical to π.

I target policy π, on the other hand, may be deterministic.
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Importance Sampling (IS)

Importance sampling
Given a function f : X → R and distributions P,Q over X , we have:

µ := E
X∼P

[f(X)] =
∫
X
f(x)P (x)dx

=
∫
X
f(x)

P (x)
Q(x)

Q(x)dx

= E
X∼Q

[
f(X)

P (X)
Q(X)

]
Given X1, · · · , Xn

iid∼ Q, we estimate EX∼P [f(X)] by

µ̂IS :=
1
n

n∑
i=1

f(Xi)P (Xi)
Q(Xi)
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Importance Sampling (IS) Ratio

Probability of the trajectory
Given a state St, the probability of a subsequent state-action trajectory
At, St+1, At+1, ..., ST occurring under policy π is

Pr {At, St+1, At+1, · · · , ST |St, At:T−1 ∼ π} =
T−1∏
k=t

π(Ak|Sk)p(Sk+1|Sk, Ak).

Importance sampling ratio
The relative probability of the trajectory under the target and behavior policies:

ρt:T−1 =

∏T−1
k=t π(Ak|Sk)p(Sk+1|Sk, Ak)∏T−1
k=t µ(Ak|Sk)p(Sk+1|Sk, Ak)

=
T−1∏
k=t

π(Ak|Sk)
µ(Ak|Sk)

.

• Returns Gt are due to the behavior policy:

E[Gt | St = s] = vb(s)
E[ρt:T−1Gt | St = s] = vπ(s).
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Off-policy MC Prediction via Importance Sampling

• t: increases across episode boundaries

• T (s): the set of all time steps in which state s is visited (for an every-visit method);
or time steps that were first visits to s within their episodes (for a first-visit method).

• T (t): the first time of termination following time t.

• Gt: the return after t up through T (t).

• {Gt}t∈T (s): the returns that pertain to state s.

• {ρt:T (t)−1}t∈T (s): the corresponding importance-sampling ratios.
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Off-policy MC Prediction via Importance Sampling

Ordinary Importance Sampling (OIS) estimator for vπ(s)

I scale the returns by the ratios and average the results:

V (s) :=

∑
t∈T (s) ρt:T (t)−1Gt

|T (s)|

I unbiased (first-visit MC) estimator of vπ(s)

I the variance of OIS is in general unbounded because the variance of the ratios
can be unbounded (see Example 5.5 from the book).
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Off-policy MC Prediction via Importance Sampling

Weighted Importance Sampling (WIS) estimator for vπ(s)

I uses a weighted average:

V (s) :=

∑
t∈T (s) ρt:T (t)−1Gt∑
t∈T (s) ρt:T (t)−1

,

or zero if the denominator is zero.

I biased estimator (though the bias converges asymptotically to zero).

I in WIS the largest weight on any single return is one.

I assuming bounded returns, the variance of the WIS estimator converges to zero
even if the variance of the ratios themselves is infinite [1].
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Incremental Implementation of MC Methods

• For on-policy methods, and off-policy methods with OIS: incremental
implementation is straight forward.

• For off-policy methods with WIS: given a sequence of {Gk}k and a corresponding
weight sequence {Wk}k, define

Vn :=

∑n−1
k=1 WkGk∑n−1
k=1 Wk

, n ≥ 2

• The incremental update rule for Vn is:

Vn+1 = Vn +
Wn

Cn
[Gn − Vn] , n ≥ 1

Cn+1 = Cn +Wn+1

C0 = 0
V1 ← arbitrary
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Off-policy MC Prediction via WIS

Off-policy (every-visit) MC prediction via WIS
Input: an arbitrary target policy π
Initialize:

Q(s, a) ∈ R, arbitrarily, ∀s ∈ S, a ∈ A(s)
C(s, a)← 0, ∀s ∈ S, a ∈ A(s)

Loop forever (for each episode):
b← any policy with coverage of π
Generate an episode following b: S0, A0, R1, . . . , ST−1, AT−1, RT

G← 0
W ← 1
Loop for each step of episode, t = T − 1, T − 2, . . . , 0, while W , 0:

G← γG+Rt+1

C(St, At)← C(St, At) +W

Q(St, At)← Q(St, At) + W
C(St,At) [G−Q(St, At)]

W ←W
π(At|St)
b(At|St)

Output: Q ≈ qπ
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Example: Blackjack
• Off-policy estimation of a Blackjack state value:
I state: current sum =13, dealer is showing a deuce; usable ace = yes
I the behavior policy: choosing to hit or stick at random with equal probability.
I the target policy: stick only on a sum of 20 or 21 (same as before)
I the value of this state under the target policy is ≈ −0.27726

114 CHAPTER 5. MONTE CARLO METHODS

Ordinary 
importance 
sampling

Weighted importance sampling

Episodes (log scale)
0 10 100 1000 10,000

Mean
square
error

(average over
100 runs)

0

2

4

Figure 5.7: Weighted importance sampling produces lower error estimates of the value of a
single blackjack state from o↵-policy episodes (see Example 5.4).

of number of episodes. The weighted importance-sampling method has much lower
overall error in this example, as is typical in practice.

Example 5.5: Infinite Variance
The estimates of ordinary importance sampling will typically have infinite variance,
and thus unsatisfactory convergence properties, whenever the scaled returns have
infinite variance—and this can easily happen in o↵-policy learning when trajecto-
ries contain loops. A simple example is shown inset in Figure 5.8. There is only
one nonterminal state s and two actions, end and back. The end action causes a
deterministic transition to termination, whereas the back action transitions, with
probability 0.9, back to s or, with probability 0.1, on to termination. The rewards
are +1 on the latter transition and otherwise zero. Consider the target policy that
always selects back. All episodes under this policy consist of some number (possibly
zero) of transitions back to s followed by termination with a reward and return of
+1. Thus the value of s under the target policy is 1. Suppose we are estimating this
value from o↵-policy data using the behavior policy that selects end and back with
equal probability.

The lower part of Figure 5.8 shows ten independent runs of the first-visit MC
algorithm using ordinary importance sampling. Even after millions of episodes,
the estimates fail to converge to the correct value of 1. In contrast, the weighted
importance-sampling algorithm would give an estimate of exactly 1 everafter the
first episode that was consistent with the target policy (i.e., that ended with the
back action). This is clear because that algorithm produces a weighted average of
the returns consistent with the target policy, all of which would be exactly 1.

We can verify that the variance of the importance-sampling-scaled returns is infi-
nite in this example by a simple calculation. The variance of any random variable

Figure: WIS produces lower error estimates of the value of a single blackjack state from off-policy
episodes.
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Off-policy MC Control

• Off-policy MC control method is based on GPI and WIS, for estimating π∗ and q∗

• Target policy π ≈ π∗ is the greedy policy w.r.t. Q, which is an estimate of qπ

• Behavior policy b is ε-soft
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Off-policy MC Control

Off-policy (every-visit) MC Control
Initialize:

Q(s, a) ∈ R, arbitrarily, ∀s ∈ S, a ∈ A(s)
C(s, a)← 0, ∀s ∈ S, a ∈ A(s)
π(s)← arg maxaQ(s, a)

Loop forever (for each episode):
b← any soft policy
Generate an episode following b: S0, A0, R1, . . . , ST−1, AT−1, RT

G← 0
W ← 1
Loop for each step of episode, t = T − 1, T − 2, . . . , 0:

G← γG+Rt+1

C(St, At)← C(St, At) +W

Q(St, At)← Q(St, At) + W
C(St,At) [G−Q(St, At)]

π(St)← arg maxaQ(St, a)
If At , π(St) then exit inner Loop (proceed to next episode)

W ←W
π(At|St)
b(At|St)

Output: π ≈ π∗
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