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Distributedstorage

Challenges :

- How to organize
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,
files
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- Physically ? where stored ?
- Availability

,

resilience to data loss leg replication)
- Scalability , load - balancing : how to divide up

work ?

- How to share data Hiles

- How to maintain consistency ? ( synchronization)
- Confidentiality : access control

, logging, accountability
confidentiality
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Centralized file Senger client advantages
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- block stores

Deeatralized

Filesharing (Napster, Gunatella, BitTorrent, IPFS)
- DHT - based sharing ( IPFS) , block storage ( CFS)
- Blockchain : Bitcoin

,
Ethereum

,

etc
.
(strongly consistent)



Distributed sharing of read - only files, directories
→
- p2p systems - Napster / Gnutella ?
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- download file -at - a - time mdedgaa.IE#ream
- rich directory structure : ZIP, tar, . . .

-problem : random access ?

- filet block - level distribution , access
- Cryptographic hashes as unique content IDs
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- Merkle trees : hashes as unique IDs of metadata
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Block-leveldistribut.io#
- Random access to parts of ( large) files ?
- break up large file according to its internal structure

Iso

have to know
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