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1 Multiple Choice

1.1 kNN

1.1.1 Question 1

Which of the following statement(s) is(are) true for k-NN?

� k represents the number of classes.

� The final outcome of the algorithm may change with the distance measure.

� CrossValidation can be used to find the optimal k.

� As k increases, we overfit the data eventually.

1.1.2 Question 2

(MCQ) Select true statements for the k-NN algorithm:

� It only works for two and three dimensions.

� It only works on data that is linearly-separable.

� It works best if k is close to the number of dimensions.

� It only works with Euclidean and Manhattan distance metrics.

� The decision boundary will be smoother if you increase k.

1.1.3 Question 3

(SCQ) Which class labels would 1-NN, 3-NN and 5-NN classifiers respectively predict for
the data point (3, 4), given the training data in the table below. Use the Euclidean distance
to compute distances between data points.
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X1 X2 Y

1 3 +
3 2 +
4 4 –
6 3 –
7 4 –
4 -1 +

� (−,+,−)

� (+,+,−)

� (−,−,−)

� (−,−,+)

� (+,−,+)

1.2 K-Means

1.2.1 Question 1

(MCQ) For which of the following tasks might K-means clustering be a suitable algorithm?

� From the users’ usage patterns on a website, find out what different groups of users
exists.

� Given sales data from a large number of products in a supermarket, estimate future
sales for each of these products.

� Given historical weather records predict the mean speed of the wind for the following
day.

� Given many emails, with a few annotated as spam and non-spam, you would like to
classify every email as either of these two classes.

� Given a Spotify database of songs, where each song is represented by D features, find
K distinct genres.

1.2.2 Question 2

(MCQ) K-Means is an iterative algorithm, and two of the following steps are repeatedly
carried out in its inner-loop. Which of the following are the repeating steps?

� It defines the number of clusters K.

� It assigns each point to the nearest center.

� It updates each cluster centers given the points assigned to it.

� It defines the distance function.

� It tests on the cross-validation set.
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1.2.3 Question 3

(MCQ) Alex plans to use the K-means algorithm to cluster the data for 200 people into males
and females. The attributes include height (meters), weight (kilograms), 100 meter sprint
test record (seconds), high jump test record (meters) and long jump test record (meters).
Which of the following processes are well suited to this dataset?

� Scale each attribute appropriately

� Use the Euclidean distance with the raw data

� Set number of clusters to 100 in order to reduce the average within-cluster sum of
squares

� Use the L1 distance with the raw data

1.3 Logistic Regression

1.3.1 Question 1

(SCQ) Consider the following data point x = [1.0, 0.3, 0.5]T and the model weights w =
[0.2, 1.0,−3]T . Using logistic regression, which class would this data point be assigned to?
(e ≈ 2.72)

� 0

� 1

1.3.2 Question 2

(MCQ) Which of the following problems is appropriate to be solved using logistic regression?

� You are given a database of the salaries of employees in the company you work for.
The data has the following features: the number of hours the employee works, the
number of projects they have completed, and their age. Predict your salary for next
year.

� You are given access to a medical database, containing the data of 10000 patients. This
data includes what disease the patient has and their symptoms. You want to predict
the disease of a new patient given their symptoms.

� You are given a database of aerial images of roads taken using an aircraft. You are
also given the annotation images, where the pixels corresponding to roads are marked
with 1 and the rest of the pixels are marked with 0. In a new aerial image, you want
to detect where the road is.

� You are given a database of the history of a university course. The data has the
following features: the year (Y ), the number of students that passed the midterm
(M), the number of students that attended the course regularly (C), the number of
students that attended the exercise sessions regularly (E), and the number of students
that passed the course (P ). For this year, knowing M,C and E, predict P .
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1.3.3 Question 3

(MCQ) Which of the following statements are true for logistic regression?

� Logistic regression is a regression method

� In logistic regression, we pass the result of the linear model wTx through a step func-
tion, which gives us a discrete output

� The prediction found as the output of the sigmoid function or the softmax function
corresponds to the probability of the class assignment

� Logistic regression is robust to outliers, as opposed to classification performed using
linear regression

� In logistic regression, it is impossible to use regularization

1.4 SVM

1.4.1 Question 1

Let x ∈ R2 be a 2D data sample such that x = [x1, x2]
>. Consider the following three feature

expansion functions:
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2
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2
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2
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2
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For each φ decide whether it corresponds to a linear kernel, polynomial kernel or RBF
kernel.

� (a) linear, (b) polynomial, (c) linear

� (a) polynomial, (b) linear, (c) polynomial

� (a) polynomial, (b) linear, (c) RBF

� (a) RBF, (b) linear, (c) RBF

� (a) linear, (b) polynomial, (c) RBF

� (a) RBF, (b) linear, (c) polynomial

1.4.2 Question 2

Recall that the SVM problem can be written as
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min
w,{ξi}

1

2
||w||2 + C

N∑
i=1

ξi

subject to yi · (wTxi) ≥ 1− ξi,∀i and ξi ≥ 0,

where w are trainable parameters (including the bias term) and xi is the i-th data sample.
Which of the following statements regarding this formulation are true?

� If 0 < ξi ≤ 1, sample i lies inside the margin.

� If 0 < ξi ≤ 1, sample i is correctly classified.

� If ξi ≥ 1, we cannot tell whether the sample i was correctly classified.

� Setting C to 0 would prevent the SVM from misclassifying any sample.

� The bigger the C, the less misclassifications will the SVM make.

� The formulation above results in a strictly linear decision boundary in the original
space.

1.4.3 Question 3

An SVM is trained with a linear kernel to do hard margin classification, i.e. the slack
variables are not used, no misclassifications are allowed and the formulation is simply

min
w,{ξi}

1

2
||w||2

subject to yi · (wTxi) ≥ 1,∀i.

We know the support vectors and the margins after the training. Now, we introduce a
new data point and retrain. Select the correct statements:

� The margin will never change if the new data point is on the correct side of the original
decision boundary and inside the margin.

� The margin will not change if the new data point is on the correct side of the original
decision boundary and outside of the margin.

� The margin will change if the new data point is in between the original margin regard-
less of its positioning with respect to the decision boundary.

� The margins will not change if the new data point is within the original margin and
on the correct side of the original decision boundary.

� The number of support vectors will not change regardless of the position of the new
data point.
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1.5 MLPs

1.5.1 Question 1

You want to estimate, given the day of the week (expressed as a one-hot vector) and the
time of the day (expressed as a scalar), the chance of being checked by controllers (expressed
as a scalar) on your way to EPFL on M1. To do so, you decide to use a MLP with two
hidden layers, each of size 10, and no bias. How many trainable parameters are there in your
network?

� 190

� 221

� 130

� 90

1.5.2 Question 2

You have trained a very deep MLP on your favorite classification task, and you observe
severe overfitting. What can you do to solve this issue?

� Reduce the number of hidden layers

� Reduce the size of each hidden layer

� Regularize training through weight decay

� All of the above

1.5.3 Question 3

When training a neural network, we typically use mini-batching, i.e. for each iteration, we
randomly select a subset of training samples to compute the gradients of the loss function
with respect to parameters. Why do we do so?

� To reduce the number of iterations required to reach convergence.

� To improve robustness to outliers.

� To reduce the chance of falling into a local minima.

� All of the above
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2 Open Ended Questions

2.1 K-Means

During your exotic vacation, you took a beautiful photograph of a jungle and you would like
to proudly send it to your mom. Her old phone can only read GIFs and upon exporting the
photograph to this format you notice that the image quality rapidly degraded. The problem
is that the GIF format uses an internal fixed palette of 256 colors. The default color palette is
preset so as to cover the full color spectrum but your photograph mostly consists of shades of
green. Therefore, you decide to compute your own palette of 256 colors, which would better
suite your photograph. Let us represent the photograph as I ∈ [0, 255]512×512×3. Being an
aspiring data scientist, you decide to use k-means clustering to tackle this problem. In the
questions below you will describe how you would use k-means clustering to retrieve 256 colors
from your own photograph.

1. What is the dimension of a data sample and how many data samples do we have? How
many clusters are we searching for?

2. Give a high-level overview of the k-means clustering algorithm with respect to the
problem at hand.

3. One option to initialize the clusters is to use exactly the colors from the default palette.
Why is this not a good idea and what is likely to happen if you do that?

4. A better option is to initialize the clusters by randomly picking colors from your own
photograph. While this approach works, you notice that the small red bird, which
contains the only red-ish pixels in your image, now appears green as well. Can you
think of a better cluster initialization strategy which would be more likely to recover
even the under-represented colors in your photograph?

5. Which of the standard objective functions would you use to measure the discrepancy
between the original photograph and the produced GIF? Write down the formula and
describe the variables you use.

6. You would like to send the photograph to your grandma as well, but she has an even
older phone with limited memory and thus you would like to reduce the number of
colors in the palette as much as possible so as to decrease the GIF file size while
still maintaining a reasonable image quality. What method would you use to find a
good trade-off between the number of colors and the image quality? Explain how this
method works.

2.2 K-Means - Solutions

1. Each sample is three dimensional, i.e., pi ∈ [0, 255]3, and there are P = 512 ∗ 512
samples in total. We search for 256 clusters.
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2. 1 - Initialize the 256 cluster centers, e.g., by randomly choosing {µi ∈ I : 1 < i < 256}.
2 - Iterate between the following two steps. Step 1 - assign each pi to the closest µi.
Step 2 - Recompute each µi as the centroid of its assigned samples.

3. Our photograph mostly contains shades of green whereas the color palette contains
very different colors. Therefore, only a few of the palette colors would be close to our
shades of green and upon convergence of the algorithm, many clusters will be empty.
The image quality will thus be bad as the selected colors will not represent our image
well.

4. Set µ1 to a randomly-selected color from the photograph. Set µ2 to the color from the
photograph which is the most distant from µ1 in the L2 sense. Set µ3 to the color from
the photograph which is the most distant from every color in {µ1, µ2}. Continue until
all 256 cluster centers are initialized.

5. Mean squared error. E = 1
5122

∑5122

i=1 ‖pi − p̂i‖2, where pi, p̂i are the pixels of the
original photograph and of the GIF, respectively.

6. We can use the elbow method. We plot either the MSE or the average within-cluster
sum of squares as a function of number of clusters. We then select the number of
clusters corresponding to the “elbow” in the generated plot.
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