
Solution to Homework 2: 1 March 2022
CS-526 Learning Theory

Exercise 4.1

1⇒ 2: Assume for every ε, δ > 0 there exists m(ε, δ) such that ∀m ≥ m(ε, δ)

PS∼Dm(LD(A(S)) > ε) < δ. (1)

Then using the definition of expectation

ES∼Dm [LD(A(S))] ≤ PS∼Dm(LD(A(S)) > ε) · 1 + PS∼Dm(LD(A(S)) ≤ ε) · ε
≤ PS∼Dm(LD(A(S)) > ε) + ε

≤ δ + ε,

where the last inequality follows from the assumption (1). Now set δ = ε. We have for every
ε > 0 there exists m(ε, ε) such that ∀m ≥ m(ε, ε)

ES∼Dm [LD(A(S))] ≤ 2ε. (2)

So it is valid to pass both sides of (2) to the limit limm→∞ limε→0, which gives

lim
m→∞

ES∼Dm [LD(A(S))] ≤ 0.

Also by definition ES∼Dm [LD(A(S))] ≥ 0. Thus we conclude limm→∞ ES∼Dm [LD(A(S))] = 0.
2⇒ 1: Assume that limm→∞ ES∼Dm [LD(A(S))] = 0. For every ε, δ ∈ (0, 1) there exists some
m0 ∈ N such that for every m ≥ m0, ES∼Dm [LD(A(S))] ≤ εδ. By Markov’s inequality,

PS∼Dm(LD(A(S)) > ε) ≤ ES∼Dm [LD(A(S))]

ε

≤ εδ

ε
= δ.

Exercise 4.2

Applying Hoeffding’s inequality to LS(h) = 1
m

m∑
i=1

`
(
h, (xi, yi)

)
yields:

PS∼Dm
(
|LS(h)− ELS(h)| > ε

)
= PS∼Dm

(
|LS(h)− LD(h)| > ε

)
≤ 2 exp

(
− 2mε2

(b− a)2

)
.
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We then use this upper bound in the step where we use the union bound to obtain:

PS∼Dm(∃h ∈ H : |LS(h)− LD(h)| > ε) ≤
∑
h∈H

PS∼Dm(|LD(h)− LS(h)| > ε)

≤ 2|H| exp

(
− 2mε2

(b− a)2

)
.

The desired bound on the sample complexity follows from requiring 2|H| exp
(
− 2mε2

(b−a)2

)
≤ δ.
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1. A function f which is convex on an interval I ⊆ R satisfies ∀(a, b) ∈ I2,∀α ∈ [0, 1] :
f(α a+ (1−α) b) ≤ αf(a) + (1−α)f(b). Substituting f(x) = eλx and α = b−X

b−a ∈ [0, 1]
into this inequality, we get:

eλX ≤ b−X
b− a

eλa +
X − a
b− a

eλb .

Taking the expectation on both sides and using E[X] = 0, we have

E[eλX ] ≤ b

b− a
eλa − a

b− a
eλb .

2. With p = −a/(b− a) and h = λ(b− a), we have

log

(
b

b− a
eλa − a

b− a
eλb
)

= log(eλa) + log

(
b

b− a
− a

b− a
eλ(b−a)

)
= λa+ log

(
1 +

a

b− a
− a

b− a
eλ(b−a)

)
= −hp+ log

(
1− p+ peh

)
.

3. Let θ(h) = peh

1−p+peh . We can compute:

L′(h) = −p+ θ(h) , L′′(h) = θ(h)
(
1− θ(h)

)
= −

(
θ(h)− 1

2

)2

+
1

4
≤ 1

4
.

We can also verify that L(0) = L′(0) = 0. Plugging these computations back in the
equation L(h) = L(0) + hL′(0) + (h2/2)L′′(ξ) yields L(h) ≤ h2/8. Combining this
upper bound with the previous step gives:

E[eλX ] ≤ eL(λ(b−a)) ≤ exp

(
λ2(b− a)2

8

)
.
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4. Let Xi = Zi −EZi and X = 1
m

∑m
i=1Xi. First using the monotonicity of the exponent

function and then Markov’s inequality, we have:

P
(
X ≥ ε

)
= P

(
eλX ≥ eλε

)
≤ e−λε E

[
eλX

]
.

As X1, . . . , Xm are independent we have E[eλX ] =
∏m

i=1 E[e
λXi
m ]. We have shown in

the previous step that ∀i ∈ {1, . . . ,m} : E[eλXi/m] ≤ eλ
2(b−a)2/(8m2). We conclude that:

P
(
X ≥ ε

)
≤ exp

(
− λε+

λ2(b− a)2

8m

)
.

5. The inequality is obtained by optimizing over λ the upper bound of step 4. The

exponent −λε + λ2(b−a)2
8m

is a quadratic (convex) function of λ. It is minimized when
λ = 4mε/(b − a)2. Choosing λ this way gives the desired bound, i.e., Hoeffding’s
inequality.
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