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Exercise 10.1. On the plane R? with the standard coordinates (z,%) consider the
1-form 6 = x dy. Compute the integral of # along each side of the square [1, 2] x [3, 4],
with each of the two orientations. (There are 8 numbers to compute.)

Solution. The four integrals along the horizontal sides are zero because dy = 0 on
any horizontal line.

Along a vertical line given by an equation x = ¢, with ¢ € R a constant, the
vector field @ coincides with the 1-form cdy € Q'(R?), which is the differential of the
function h.(x,y) = cy. Therefore the integral of § along a segment of such a vertical
line is equal to the variation of the function h. along this segment.

Along the segment {2} x [3,4] we have ¢ = 2, thus the integral of 0 is 2 if we go
upwards and -2 if we go downwards. Similarly, along the segment {1} x [3,4] we have
¢ =1, thus the integral of 6 is 1 if we go upwards and -1 if we go downwards. O

Exercise 10.2. Let B = (E;); and B = (E ;); be two bases of a vector space V' ~ R",
and let B* = (&'); and B* = (¢7); be the respective dual bases. Note that a tensor
T € Ten® V' can be written as

% T T j e —
T = Z 7—‘1'07"'71']@—1 B 0®. --®e k—1 or as T = Z J}Oyv--,]’kfl g70® . ®g\7k 1,
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Find the transformation law that expresses the coefficients TJO in terms of the

coefficients T;
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Solution. There exists an invertible n X n matrix (aé)i,jeﬁ such that Ej =, a;'-EZ-.

For any k-index J = (jo,...,jx—1) € n* we have
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Exercise 10.3 (Alternating covariant tensors). Let V' be a finite-dimensional real
vector space.

(a) Let T € Ten® V. Suppose that with respect to some basis &t of V*

T= 3 Thge"® o

1<iy, i <n

Show that T is alternating iff for all o € Si: T, i) i) = sgn(o) Tj, i -
Solution. Suppose that T is alternating, then for all o € S,, we have

Ty i =T(E;

Lo (1) lo(k)

SETERRRE! Eio(k)) = Sgn(a) T(Eip ceey E’%) = Sgn(a) El:m:ik

Conversely if T; =sgnoT1; . ;, forall o € Sy, then in particular

0'(1)""77;0'(1\1)

Tal,...,ai,.“,aj,..,,ak - _Ta1,...,aj,...,ai,.“,ozk
1



Introduction to Differentiable Manifolds Solutions Series 10

Then for any Xi,...,X; € V the multi-linearity of T yields (we use the
summation convention where repeated indices are summed over)

T(X1,.. o, Xiyeo oy, Xy, Xi)

=T(X{" Eay,- - X" Eagy s X; " Eayy oo, X" Eay)
= XM XM (Eay, ... Bayy o Bay, .., Eay)

=X ... XPT(Eay,- o Eayyo oo Bay, ..o Eay)

= -T(X1,. ., Xjy oo, Xiy oo, X))

Hence T is alternating. O

1

(b) Show that for any covectors w',...,w* € V* and vectors X1,..., X € V we

have
WA /\wk(Xl, o Xk) = det(wi(Xj))'

Solution. Both sides are multilinear in the w® and so the result follows from
the one for the basis covectors w' = i , which we have seen in the lecture.
Nevertheless, let us carry out the argument in detail. In the lecture we saw

el AN (X1,..., Xp) = det(ger(Xj))j

r

(on the right hand side we have the determinant of a k x k matrix (r,j =
1,...k; think of j as the column index and r as the row index).

Now for arbitrary covectors w” =3, wzse we have (for the first equality
we use the multilinearity of the wedge product)

M-
1-

wl/\.../\wk(Xl,.“’Xk) = wl}l---wfksel /\---/\Ezk(Xl,...,Xk)

o~
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wl}l . -wfk det(agr (Xj))j

51:1 Zkil
" 141 (Xl) oo gh (ch)
= Z Z wel wéfk det : :
1=1 k=1 L (Xl) v gle (Xk)
= det(w" (X))

where in the last step we multiplied the r-th line by w; and replaced E?Tzl wgrsgr =
w.

O

Exercise 10.4 (Some practice with the wedge product). Let V be a finite-dimensional
vector space over R.

(i) Show that the covectors w!,...,w* € V* are linearly dependent if and only if
WA AR =0.

Solution. Let {w',... ,wk} be a linearly dependent set. Then, without loss of
generality, we suppose

k
1_§ )
W = a;w
Jj=2

where (a;) € R. Considering the wedge product, we have

k
wl/\~~-/\wk:(Zajwj)/\~~-/\wk:0
j=2

where the last inequality follows from the fact that for any 1-covector a, one

has o A o = 0. Conversely, suppose that w', ..., w"* are linearly independent
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(iii)

CADTEAM A M) AT A =t A AT A AT A A

and extend it to a basis for V* and let {vy,...,v,} be the dual basis for V.
Then we have

WA AR (o, ) =1
hence w! A --- AwP #£ 0. 0
Let {w!,...,w*} and {n',...,n*} both be sets of k independent covectors.
Show that they span the same subspace if and only if

wl/\~~/\wk:cnl/\~--Ank
for some nonzero real number c.
Solution. “<” Assume that Span(w',...,w") # Span(n',...,n*), so without
loss of generality that w! ¢ Span(n',...,7n*). Then the covectors w',n', ... n*
are linearly independent, and thus by (i) we have w' An' A--- An* # 0. But

by assumption we know that w' A --- AwF =cn! A--- AnP for some non-zero
constant ¢ € R. Hence

1
wl/\nl/\---/\nk:fwl/\wl/\~~/\wk:0
c

in contradiction with the previous statement.

“=7 If Wb ..., WP and n',...,n* span the same subspace then the basis
w', ..., w" of this subspace can be obtained from 1!, ..., n" by a finite sequence
of basis exchange operations 7° — n'+An/ and ' = A for a non-zero constant
A € R and ¢ # j. But both these operations change the wedge product of the
vectors at most by a multiplicative scalar, since

k

and
.../\ni—l/\()\ni)/\ni-i—l/\.../\nk:)\771/\.'./\ni—l/\ni/\niﬁ-l/\.“/\nk
by multi-linearity. O

On the space V = R?" = R x R", let (a?,...,a"" % B ..., 8""1) be the
dual of the standard base. Consider the alternating 2-tensor

w:Zai/\ﬁiGAlﬁV.

Compute the 2n-tensor

1
— WA AW
n factors
Solution. Define for each i € n = {0,...,n — 1} the alternating 2-tensor

w' = o A B Note that w’ A w’ = 0, and that w® A w? = w! A W’ since the
exterior product of alternating tensors is commutative when at least one of
the two factors has even degree.

By the distributive law, we have

WA ANw= E WO N AW
——_——
n factors I=(ig,...,in—1)EN™

However, the wedge product vanishes when I has repeated values, therefore
we need only consider the case when [ is a permutation. Thus

L 3 WO A p D)
n! Y¥~—~—nl

n factors oESH

1 0 n—1
O’GSn

:w[)/\.”/\w’ﬂfl
=’ AB'A- A A B
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Exercise 10.5. A tensor T’ € Ten* V is symmetric if it satisfies T(Xo(0) > Xok—1)) =
T(Xo,...,Xg_1) for each permutation o and vectors Xy,..., Xx_1 € V. Denote
Sym* V' the subspace of Ten* V' consisting of the symmetric tensors. Show that
Ten? V = Alt? V @ Sym? V for any real vector space V.

Solution. We can write any tensor 7' € Ten?V as asum T = (T +oT) + (T — o),
where o is the nontrivial permutation of {0,1}. The tensor 3(T + o7 is symmetric
and the tensor 1(7'—oT) is alternating. This shows that Alt* V +Sym? V = Ten? V.

We also have to show that Alt?V N Sym?V = {0}. Let T € Alt?V N Sym?2V.

Then for any vectors X,Y € V we have T(X,Y) = T(Y, X) = —T(X,Y), therefore
T(X,Y) = 0. This shows that 7" = 0. O



