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announcements

project pitch day
5-minute presentation of your projects

structure: title, problem, goals, approach, evaluation
short Q&A after each presentation

assignment #2 will be announced



this lecture

a human-centric view of twitter
1. introduction
2. twitter users & uses
3. understanding large-scale human behavior
4. inferring real-world events & trends
5. spreading information in the real world



+ ML + NLP to infer:

Box office revenues [1]
Stock market [2]
Election outcomes [3]
Influenza [4]
Cascades [5]
Fake news [6]
Hate speech [7]
Bots [8]
etc. etc.

[1] Asur & Huberman, Predicting the future with social media. In Proc. IEEE Int. Conf. on Web Intelligence, 2010
[2] Bollen, Mao &  Zeng, Twitter mood predicts the stock market. Journal of Computational Science, 2011
[3] Gayo-Avello. Metaxas & Mustafarajm Limits of Electoral Predictions Using Twitter. In Proc. AAAI ICWSM, 2011
[4] Broniatowski, Paul & Dredze, National and Local Influenza Surveillance through Twitter: An Analysis of the 2012-2013 
Influenza Epidemic, PLOS ONE, 2013
[5] Cheng, Adamic, Dow, Kleinberg & Leskovec.Can cascades be predicted?. In Proc WWW, 2014
[6] Oshikawa, Qian, & Wang, A Survey on Natural Language Processing for Fake News Detection, in Proc. LREC, 2020
[7] Waseem & Hovy, Hateful symbols or hateful people? Predictive features for hate speech detection on Twitter, in Proc. 
NAACL-HLT 2016
[8] Varol, Ferrara, Davis, Menczer & Flammini Online human-bot interactions: Detection, estimation, and 
characterization, in Proc. AAAI ICWSM 2017

?



case study: twitter & the flu





estimating influenza prevalence from Twitter

D. Broniatowski, M. Paul & M. Dredze, National and Local Influenza Surveillance through Twitter: 
An Analysis of the 2012-2013 Influenza Epidemic, PLOS ONE, 2013

1. “Tweets matching hundreds of 
health-related keywords passed 
3 classification filters to remove 
irrelevant tweets.

2. Locations are identified with 
geolocation system and only tweets 
in the location of interest are saved. 

3. The volume of tweets is 
normalized by the total volume of 
tweets from a random Twitter sample 
to produce a prevalence measure.”
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Start: 30.09.2012 (first week of 2012-2013 influenza season defined 
by US CDC: Centers for Disease Control and Prevention)
End: 31.05.2013

1. data & filters to extract flu-infection tweets

Filter 1 (health-relevant vs. irrelevant): 
“combination of keyword filtering and SVM 
trained on 5,128 annotated tweets; 
90% precision, 32% recall.”

Filter 2 (discussed influenza vs. not): 
“logistic regression trained on 11,990 tweets. 
Features: unigrams, bigrams, trigrams & 
linguistic information about semantics, syntax, 
and writing style; 67% precision, 87% recall”

Filter 3 (indicated infection vs. just 
awareness): “logistic regression trained on 
same 11,990 labeled tweets, and same 
features; 74% precision, 87% recall”

570,000 influenza infection tweets 
during 8 months



2. extracting location of flu-infection tweets

Challenges
* GPS existing for only small fraction of tweets
* Self-reported location from users’ public profile:        
“New York, NY”, “NYC,” “Candy Land”

Location filter output
(country, state, county, city)

Results 
Identified location for 22% of tweets.
In evaluation set: 56,000 tweets, two locations:
USA: 92% accuracy
NYC 61% accuracy (within 50 miles of NYC)

104,200 US influenza infection tweets



3. extracting normalized influenza prevalence

Normalized Influenza Prevalence 
Measure:

“Weekly number of infection tweets 
divided by 
total number of tweets in the general 
stream for same week and location”

Gold standard: 

“US CDC Outpatient Influenza-Like 
Illness Surveillance Network: number 
of visits for influenza-like illness (ILI)”



results: correlation for national influenza rates 
between Twitter and CDC

National Level (104,200 influenza infection tweets from US)
* Weekly # tweets indicating influenza infection is correlated with weekly 

CDC ILI outpatient counts (r = 0.93; p < 0.001)
* Weekly # tweets containing influenza keywords provided by US Dept. of 
Health and Human Services is less strongly correlated (r = 0.75; p < 0.001)
* 45% reduction in mean absolute error over the keyword filter

Municipal Level (4,800 influenza infection tweets from NYC)
* Weekly # tweets indicating influenza infection is correlated with NYC 

city’s weekly emergency department visits for ILI (r = 0.88; p < 0.001) 
* Weekly # tweets containing influenza keywords is less strongly correlated         
(r = 0.72; p < 0.001)



results: national influenza weekly rates 
(Twitter vs. CDC)

D. Broniatowski, M. Paul & M. Dredze, National and Local Influenza Surveillance through Twitter: An 
Analysis of the 2012-2013 Influenza Epidemic, PLOS ONE, 2013

“Dashed blue line: measure 
estimated by simple model  
(keyword matching)

Solid blue line: measure 
estimated by infection 
detection model

Black line: CDC data

Twitter estimates neither lead 
nor lag the ILI rates, yet they 
are available up to two weeks 
earlier than CDC data.”



M. Paul, M .Dredze & D. Broniatowski. Twitter Improves Influenza Forecasting. PLOS Currents Outbreaks. Oct 2014



D. Lazer, R. Kennedy, G. King, A. Vespignani, The Parable of Google Flu: Traps in Big Data Analysis, 
Science, Vol. 343, Mar. 2014



https://www.google.org/flutrends/about/
https://ai.googleblog.com/2015/08/the-next-chapter-for-flu-trends.html

discontinued in 2015
public data available on the webpage



fast forward 2020

https://arxiv.org/abs/2003.07372v1
https://github.com/echen102/COVID-19-TweetIDs



BERT-based analysis of covid-19 tweets

M. Müller, M. Salathé and P. E. Kummervold, COVID-Twitter-BERT: A Natural Language Processing Model to Analyse
COVID-19 Content on Twitter, arXiv 2005.07503, 2020

BERT (Bidirectional Encoder Representations from Transformers): deep 
learning technique for NLP pretraining (Devlin, 2018)

CT-BERT (COVID Twitter BERT): 
- trained on a corpus of 160M tweets Jan-Apr 2020 (22.5M after cleaning)
- used for downstream classification tasks

J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova. Bert: Pre-training of deep bidirectional transformers for language 
understanding, arXiv:1810.04805, 2018. 

mean F1 score 

average



caution: Twitter is not everybody
representative survey of US adult Twitter users (N=2791)

https://www.pewresearch.org/internet/2019/04/24/sizing-up-twitter-users/



what to remember

inferring real-world trends from twitter
influenza trend detection as a case study
high-quality data annotation & pre-processing are essential
overoptimistic expectations of full automation in the “early days”
rather, a tool that could complement more established methods

beware of methodological limitations
sampling biases: not everybody is on Twitter
data pre-processing choices need to be made visible
overemphasis on single platform



questions?

daniel.gatica-perez@epfl.ch


