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Week 4 review example
Take a random Wikipedia page (e.g. https://en.wikipedia.org/wiki/ACVRL1)
and compare two phrases using 3-grams (of tokens).
For instance:
This gene encodes a type I receptor
and
This gene encodes a type 2 receptor

1. Where to start from (in the corpus/in the document)?
☞ meta-information do help!

2. What words/tokens? (e.g. “Serine/threonine-protein kinase recept”)
Pay also attention to meaningful specificities, e.g. what about “type II receptor”?

3. How to deal with upper-/lowercase? (e.g. “This”)
Notice that P(This) is in fact P(this|< BoS>)

4. What estimates? (MLE? Smoothing?) Smoothing, for sure! For instance:

P(n−gram) =
count+α

N +Mα

N: number of occurences in the learning corpus (typically: size of corpus - n+1)
M: number of possible n-grams (typically some mn)
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Week 4 review example – Hints

▶ What do we want to do first?
☞ estimate a 3-gram language model (of tokens)

▶ What is the first parameter estimated?
Assuming we answered the first three points of the former slide by
(this is just one possible choice):

1. consider only “main full text” (ignore all other infos)
2. tokenize on [A-Za-z0-9] only
3. lowercase + sentence detection (<BoS>)

then, the first estimated parameter will be: P(< BoS>,serine,/)

▶ Finaly use parameters to compare the two sequences.
In this very case, this ends up to comparing
P(I|a type) ·P(receptor|type I)
with
P(2|a type) ·P(receptor|type 2)
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