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CHAPTER 6. INTRODUCTION TO LINEAR MODELS

Table 6.5: Statistical models in R. Lower case letters denote continuous numeric variables and upper-
case letters denote factors. Note that the error term is always implicit.

Effects model R Model formular Description
vi = PBo+ P1xi y 71+ x Simple linear regression model
y ~ X of y on x with intercept term
included
vi = P1x; y = 0+ x Simple linear regression model
y = -1 + x of y on x with intercept term
y “x-1 excluded
vi = Po y 1 Simple linear regression model of
y =1 - x y against the intercept term
yi = o+ Brxit + Poxiz T ox1 + x2 Multiple linear regression model
of y on x1 and x2 with the inter-
cept term included implicitly
vi = Bo+ Pr1xit +|32x121 y ~ 1+ x+ I(x72) Second order polynomial regres-
sion of y on x
y = poly(x, 2) As above, but using orthogonal
polynomials
Yij =pH+0 y ~ A Analysis of variance of y against
a single factor A
Yijk =p+ i+ B+ ap;; y A+ B + A:B Fully factorial analysis of vari-
y = Ax«B ance of y against A and B
Yijk =+ i+ P y - AxB - A:B Fully factorial analysis of vari-
ance of y against A and B without
the interaction term (equivalent to
A + B)
Yijk =M1+ i+ B y ~ B %in% A Nested analysis of variance of y
y - A/B against A and B nested within A
yij =pu+a;+p(x;j—X) y T Axx Analysis of covariance of y on x
y 7 A/x at each level of A
yijh = p+ai+Pjp+vw+ y = A+ Error(B) + Partly nested ANOVA of y against

ik + BY ik

C + A:C + B:C

a single between block factor (3),
a single within block factor (C)
and a single random blocking fac-
tor (B).




