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Reminder: Image Specificities

In a typical image, the values of neighboring pixels
tend to be more highly correlated than those of
distant ones.

An image filter should be translation equivariant.

—> These two properties can be exploited to
drastically reduce the number of weights required by
CNNs using so-called convolutional layers.
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Tubularity Map

Reminder: ResNet to U-Net

X

Conv Layer g v >|> >

S

I

---------------------------------------------------------------------------------------------------

ResNet block U-Net
_> 1 . . .
cpr| Long range connections are handled via downsampling ﬁ




Natural Language Example

The restaurant refused to serve me a ham sandwich,
becaus@mly cooks vegetarian food. In the end, they just
gave mettwo slices of bread. Their ambience was just as|
@as the food and service.

T

Given|your preferences should you go this restaurant?

Seriously?

What does “it” refer to?
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Context Matters

e Meaning cannot be had from the syntax alone!
e Some words are given “attention” by others.
e Such words are not necessarily close to each other.

—> Assuming that words have been converted to
vectors, transformers have been invented to deal with

this issue.
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Reminder: Word2Vec

W and W’ must be learned

Input layer
0
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of dimension V. 0
0
cat |o Hidden layer of Output layer
0 dimension N.
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Once the training is complete, the W matrices associate to each
word a vector of dimension N.
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Fully Connected Layers Revisited

hidden layer

Standard fully connected layer

ayer 7

,.::::j = : output layer h _

= 6(Wx + b)
= 7 KA % ;'E ~ _

S\ = We can drop the bias terms.
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Self Attention

Given I words x;, compute the self attention

/
Vi, salx;] = ) alx, x]Wx,
SV =) B RV

Attention given Attention given |Value of x;
to x; by all x; by x; to x;
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Self Attention in Matrix Form (1)

Given [ words x;, let X = [x, ..., X/]

Query: X =XW,
Key: X, =XW,
Value: X =XW,




Self Attention in Matrix Form (2)

softmax(

A, = softmax(A,.)
7 = AX,
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Self Attention in Matrix Form (3)
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X, = XW,
X, =XW,
! T
A=——2XX,
Ve
! T
=—XW W, X
Ve
A, = softmax (A, .)
7 = AX,

Sa(X) =7, = SoftmaX[XWqW,ZXT]XWV

nl

PrL

8




Dot-Product Self Attention

i Softmax I

(@,%,) @ Xe
Dot products  Attention

Keys : »- \( {‘ '{‘| i ‘ \1 _} | ’
npuss [ [ T [ JCT T TICTT T
I
Vi, salx;| = Z alx,, Xj]WvXj
Jj=1
T
eXP[(Wqu) kaj]

a[Xia Xj] =

2]’.=1 exp[(W x)TW,x ]
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Sparse Attention Weights

Outputs

Values = | | |

mputs [ [ [ [ |[]

Values Outputs

Given X = [Xq, ..., X;], we compute Sa(X) using far
fewer weights than 1f we used a fully connected
network.
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Transformer Layer

Residual connection Residual connection
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Input Multi-head self-attention LayerNorm MLP

X <« X + Sa(X)

X <« LayerNorm(X)
X; < X, +mlp[x;] Vi
X « LayerNorm(X)
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Basic PyTorch Code

class SANet(nn.Module):
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def

def

o
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__init__ (self,kDim,dTok,sigm=1e-6):

torch.nn.Parameter(sigmxtorch.randn(dTok,dTok))
torch.nn.Parameter(sigmxtorch.randn(dTok,kDim)) # Allocate the 3 matrices
torch.nn.Parameter(sigmxtorch.randn(dTok,kDim))

self.Wv
self.Wk
self.Wq

forward(self,xt):

torch.matmul(xp,self.Wk)
torch.matmul(xp,self.Wq) # Compute key, query, and value

torch.matmul(xt,self.Wv)

xk

Xq
XV

torch.matmul(xq, xk.transpose(1,2))
F.softmax(A,dim=2) # Compute the self attention

A
A
A = torch.matmul(A,xv)

return (A)

-> The heart of chatGPT!




Optional: Bidirectional Encoder
Representations from Transformers (BERT)

Word Transformer Transformer Transformer Linear + Probabilities over

embeddings block block block Softmax masked tokens
<cls> > [ T T T T T S > > > B
The — [T 1T TTTT}> > > > >
<mask> > [T T T T TT1 > > > > >
pulled » | [ [T 1T T1]1 = > < >« > >
into — LI [ [ []1]] > SL7X7SKN > L7 X7SIXS = =
the »> [ T TTTT T » 4 » ¥ > >
station > [ [ [ [ [ [ []1 > > > > >

QO QY N N

OO D g

Qo oo

e A sequence of transformer blocks is trained
to predict a missing word in a sentence.

e This forces the transformer to learn
something about the syntax of the language.
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Optional: Bidirectional Encoder
Representations from Transformers (BERT)

I Word Transformer Transformer Transformer MLP + Probability of
Rate the pOSItIVIty embeddings block block block Sigmoid positive review
<cls> > T T T 111711
The —»
soup —»
tasted >
like —»
socks —»
. Word Transformer Transformer Transformer MLP + Probabilities
C|aSSIfy words embeddings block block block Softmax ~ overentity types
<cls> >
Keyi —»
works —»
at >
Borealis —»
in >
Toronto —»
B283
@ %US o)
o33
= I~ =7
Sy
=2
0

Given additional training data, the representation learned is
this way can be used to perform various tasks.
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Optional: ChatGPT

Output
Probabilities

|

|l Softmax |

At this point, the transformer
layer is fed both the prompt and

| Linear )

-
| Add & Norm h\

== the already generated text.
— e It uses this information to guess

—= 1\« ® The process is then iterated.

Forward

P ]L| S the next word.
Feed
(

A

Nx | —{(Add & Norm ) [ Adl\jaill (;rm I
Multi-Head Multi-Head
Attention ention
— | | Keys to ChatGPT success:
st g ~ e The network looks back as far
o] D GD—<§;> Positional
Seoing it _i = Ereodng 3§ needed.
npu utpu
Embetdd*ng Embetdding e It uses a huge corpus.
RS . e Human guided training.
(shifted right)

Vaswani’17 A
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How do | recover from a spin in a glider

|
|
How do | recover from a stall ]

If you are asking about a stall in an aircraft, the first thing to do is to identify the cause
of the stall. This may involve checking the flight instruments, looking outside the
aircraft for visual clues, and consulting the aircraft's flight manual. Once the cause of
the stall has been determined, the appropriate recovery procedure can be initiated.
This may involve reducing the angle of attack, increasing power, or taking other
corrective action to restore the flow of air over the wings and regain control of the
aircraft. It is important to follow the correct procedures for recovering from a stall, as

attempting to recover improperly can make the situation worse. If you are not trained

in how to recover from a stall, it is best to consult with a qualified instructor or pilot.

A little late for that.

Recovering from a spin in a glider involves a few key steps. First, you should try to stay

calm and avoid panicking. This will help you think clearly and make the right decisions

to recover from the spin.

Next, you should locate the spin recovery instructions in your glider’s flight manual
and follow them carefully. These instructions will be specific to your glider and will
outline the correct procedure for recovering from a spin. In general, the steps for
recovering from a spin in a glider will involve using the controls to stop the rotation of

the aircraft and regain control.

That’s going to get you killed!!

Here are some general guidelines for recovering from a spin In a glider:

1. Pull the control stick firmly and fully back to the neutral position. This will stop the

rotation of the aircraft and help you regain control.

2. Apply full opposite rudder to the direction of the spin. This will help stop the
rotation of the aircraft and straighten it out.

3. Once the rotation has stopped and the aircraft is flying straight and level again,
gently ease the control stick forward to return to normal flight.

It's important to remember that recovering from a spin in a glider can be a challenging
and potentially dangerous maneuver. If you're not sure how to recover from a spin, or
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To recover from a stall in aviation, the pilot should follow these steps:

1. Reduce the angle of attack by pushing forward on the control column or yoke.

2. Apply full power to the engine(s).

3. Keep the wings level by using the ailerons or by turning the yoke in the direction
opposite the wing that is dropping.

4. Once the airplane begins to pick up speed and the wing starts to produce lift again,
gently pull back on the control column or yoke to level the wings and regain altitude.

5. Be aware of the altitude and terrain and take appropriate action to regain altitude if
necessary.

6. Once the aircraft is out of stall, maintain a safe airspeed, and climb to a safe altitude.

It's important to note that these steps are general guidelines and may vary dependij
the type of aircraft and the specific circumstances of the stall. It's also important t<| It iS .

practice stall recovery in a simulated environment before attempting it in an actual hrg'h'\—

Recovering from a spin in a glider typic.
Identify the spin and its direction. CorreCt' YOU Wi ” ||Ve.

Neutralize the controls by releasing any pressure on the ailerons, rudder and elevator.

Apply full opposite rudder to the spinning direction and hold it until rotation stops.
Apply forward stick to reduce the angle of attack and increase airspeed.

b B SR

Level the wings and check for proper control response.

It's important to note that a spin recovery procedure may vary depending on the type of
glider and the specific training you have received. Always follow the instructions provided
by the manufacturer or your instructor. Additionally, always make sure you are properly
trained and familiar with the spin recovery procedure before attempting it.

27.01.2023
What changed? Presumably, enough people
complained and the system was re-retrained
with correct responses.




Vision Transformers

.......................................................................................................................................

| X = O

i i i i i i X2 — (D(Pz)
X3 = O(P;)
---------------- ] Xy = D(Py)
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MLP Mixers

Skip
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! Patches y
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e Break up the images into square patches.
e Transform each path into a feature vector.
e Feed to a transformer architecture.
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Depth from Single Images

MiDaS (MIX 6) DPT-Hybrid DPT-Large

e Pros: Good at modeling long range relationships.
e Cons: Flattening the patches looses some amount of information.

=PFL Ranftl etal., CVPR’21 A




U-NET + Transformers

aorta W galibladder [Jicft kidney | right kidney [ltiver

‘u.
t (16, H, W)

1/2

=l
CNN st ! =
) d!
> Linear Projection - 14 (64, W2, Wr2)
. =N 1/8 .| ( -
Wi RRYRt ( = Conv3x3, , RelLU
120, W4, Wi
: (n=12) . L ! g f Upsample
- f : -» tion head
Tnns!ormor Lay 1} = ymentat ead
N I ] — 1 (256, HB, Wi8) » Downsar
l ]j g [ a Feature Concatenation
{n_patch, D) D, HAE, WI16) (512, W16, W/16)
(b)

(a) GroundTruth (b) TransUNet (c) R50-ViT-CUP (d) AttnUNet

e A CNN operates at low-resolution and produces a feature vector.
e A transform operates on that feature vector.
e The upsampling is similar to that of U-Net

—> Best of both worlds?
Chen et al., ArXiv’21 A
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