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Solutions 5

1. “Only if” part: Let us fix n and the sequence of ji, jo, ..., jn. By using the detailed balance
equation, we have

Tj1 Pjrje Pjags = * " Pin—1jn Pinjr = Pjaji Tj2 Pjajz " " Pjn—1jn Pjnj1
= Djoj1 PjzjaTj3 " Pjn—1jn Pinj
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= Pjaj1 Pjsja "~ " Pinjn—1Pj1jn i1
As we know the chain is ergodic, m;, # 0, so we have

Pjijo Pjajs = " Pin—1in Pinjr = Pjaj1i Pjsjz ** " Pinjn—-1 Piijn

“If” part: Let us fix n and marginalize the expression pj, j, Djsjs = * - Pjn_1jn Pinjr OVer the sequences
of jo,...,Jn_1 as

E : Pjija Pjags = " Pin—1dn Pinjt = Pjnj1 E , Pjirjo Pjajz " Pin—1jn
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. . —1
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By repeating the same set of calculations for the expression pj j, Pj.jn_1 ** Pjsjo Pjoji» Using the
assumed equality, and considering the case for which j; =i and j,, = k (i.e, fixing the first and the
last state in the sequence), we have

-1 -1
Pki pEZ ) — Dik p;(g )
Since the chain is ergodic, as n goes to o0, pl(.]:f*l) and p,(gfl) go to mp and m; respectively.

Therefore, we have
PkiTk = PikT;

which is the detailed balance equation.



2. a) This chain is clearly ergodic. The transition matrix is

1—-p p 0
/2 0 1/2
0 p 1-p

Assume that the detailed balance equation is satisfied. Then
T1/2 = mop = mop
We conclude that

ax_e L P
O 2(l+p) 1+

It is then easy to verify that 7* = 7*P, and so this is indeed a stationary distribution, which
obviously satisfies the detailed balance equation.

b) We know that \g = 1, and so, to compute the eigenvalues, we must solve the equations

2-2p =14+ X\
(1 —p) = Ao

Solving this, we obtain that Ay =1 —p and A2 = —p. So A\. = max(p,1 — p) and the spectral gap
is given by v =1 — A, = min(p,1 — p).
c) For p = %, the spectral gap is 7 = +. From the theorem seen in class, we know that || P! —

N
exp(—yn
7llrv < 725/7% ), so here,

1 /1+1/N log N
max | P — m||rv < B “—:/]\é exp(—n/N) < VN exp(—n/N) = exp < ng — ;)

Taking therefore n > N (10%]\] + c) with ¢ > 0 sufficiently large (more precisely, ¢ = log(1/¢))

ensures that the maximum total variation norm is below ¢.

d) For p=1— %, the spectral gap is again v = % So

1
max | P! —7lrv < 5 v2(2 = 1/N) exp(-n/N) < exp(-n/N)
1€

Taking therefore n > ¢N with ¢ = log(1/e) ensures that the maximum total variation norm is
below ¢, so
T. < Nlog(1/e)



3. a) The transition matrix being doubly stochastic, the stationary distribution is uniform (i.e.
™ = ﬁ for every ¢ € S) and satisfies the detailed balance equation.

b) Solving the equation PoM) = XM we obtain
% a+ % b= Xa
Nda—+b=2xb

which is saying that A is an eigenvalue of the 2 x 2 matrix

(2 5)-(75 %)
W 1-d =0

where we have set § = % These eigenvalues are given by

C1-20+£4/(1-26)2480(1—6) 1—25++1+46— 402
N 2 N 2

At

For ¢ small (i.e. N large), the largest of these 2 eigenvalues is A, which is approximately given by

1-2 1+ 26 — 462 2

so the spectral gap v ~ %

c) By the theorem seen in class,

P — <
IgleaSXH = lTv <

V2N logN 2
exp(—yn) < V2exp < Oi - AZ)

is below ¢ for n > NTZ (@ + log(\/i/s)), so
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