Advanced Probability and Applications EPFL - Spring Semester 2023-2024
Solutions to Homework 2

Exercise 1. a) 1. true, 2. false, 3. false, 4. true b) 5. false, 6. true, 7. false, 8. true.

Exercise 2. a) We have
P({Y, <t}) =1-P({Y, >t}) =1 -P({min{Xy,..., Xy} > t}) =1 - P(N]_ {X; > t})
=1-I[o PEX; > ) = 1= P({X1 > ¢})"
where the last two equalities follow from the assumption that the X’s are i.i.d. Therefore,
P({Ya < 1)) =1 - (exp(—))" = 1 — exp(—nt)

b) Under the assumptions made, n is large and ¢ is such that nt < 1, so using Taylor’s expansion
exp(—z) ~ 1 — x, we obtain

PH{Y, <t})~1—(1—nt)=nt while PH{X; <t})=1—exp(—t)~t

and therefore P({Y,, <t}) ~nP({X; <t}).

c) We have similarly

P({Z, > 1}) = 1 = P({Z, < t}) = 1 — P({max{X1, ..., X,,} < t}) = 1 — B0 {X; < t})

n

— 1] PUX; < ) = 1= B({X1 < })" = 1 — (1 — exp(—t))"
j=1

d) Under the assumptions made, n is large and t is such that nexp(—t) < 1, so using again the
same Taylor expansion as above, we obtain

P({Z,>1t}) ~1— (1 —nexp(—t)) =nexp(—t) while P({X; >t}) =exp(—t)

and therefore P({Z, > t}) ~ nP({X; > t}).

Exercise 3.

a) No. Take for example 2 = {1,2,3}, X(w) = w and Y (w) = 2 for every w € Q. Then G =
o(X)No(Y)=0(Y)={0,2} , bt {X <Y} ={weQ: X(w)<Y(w)}={1,2} ¢G.

b) No. Take for example Q@ = {1,2}?, X(w) = wj and Y(w) = —wz. Then {X +Y = 0} =

{(1,1),(2,2)}, and so o(X + V) = o({(1,1), (2,2}, {(1,2)}, {2, D}) # o(X,¥) = P(Q) (in addi-
tion, note that the fact that X and Y are independent does not play a role here).

c¢) No. Take for example X ~ N(0,1), whose pdf px(z) = \/2171: exp(—x2/2) is continuous. Then
Y = X? has pdf

1 exp(—y/2) ify>0
py(y) = 4 V2™ .
0 ify <0

which is discontinuous in y = 0.



d) Yes. Actually, the map t ~— t3 4+ 3t2 + 3t + 1 = (¢ + 1)3 is non-decreasing and going from —oo
to 400, thus the properties of the cdf F' are preserved for G.

Exercise 4. a) Here are 3 possible subsets Aj, Ay, A3 of Q = {1,2,3,4}: A} ={1,2}, Ay = {1, 3}
and Az = {1,4}. We check that

1 ) 1 )
P(Aj) =5 Vi and P(4;04y) = =P(A;) B(4) Vi Ak

but

]P)(Al NAs N A3) =—-# (Al) (AQ) . P(A:;)

1
8

=

b) Here are 3 possible subsets A1, A2, As of Q = {1,2,3,4,5,6}: A1 = {1,2,3}, A2 = {3,4,5} and
As ={1,3,4,6}. We check that

1 1 1 2
P(Al N A, ﬂAg) = 6 = 5 . 5 . g = ]P’(Al) IP(AQ) ]P)(Ag)
but 11

c¢) Using the assumptions made, we check successively (the roles of Aj, Ay, A3 being permutable):

]P)(Al NAsN AC) ]P)(Al N Ag) ]P)(Al NAsN Ag) P(Aq) - ]P)(AQ) . ]P)(Ag)
P(A1) - P(Ag) - (1 = P(A3)) = P(A1) - P(Ay
P(A;NASNAS) =P(A; NAS) —P(ATNAy N AS) =P(4) -
(
(

( (
(1- ) - P(Ag) -
P(A; ( (
P(A1) - (1 = P(Az)) - P(A3) = P(A1) - P(A3) - P
( (
1) - P(A3) -

E
N
\“"_/
E
=

P(Az) - P(AS)

=
o
C\»J_S
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=
=

P(AS N AS N AS) = P(AS N AS) — P(A; N AS N AS) = P(AS) - P(AS) — P(Ay) - P(AS) - P(AS)

1
= (1 =P(A1)) - P(A3) - P(A3) = P(A7) - (A5

Exercise 5. a) No. Even though it is easily shown that Y and Z are uncorrelated random
variables (i.e., that their covariance is zero), they are not independent. Here is a counter-example:
PH{Y = +2}) =P({Z = +2}) = 1/4, but P{Y =42, Z = +2}) = 0. So we have found two Borel
sets By = {+2} and By = {+2} such that

P({Y € By, Z € By}) # P{Y € B1}) -P({Z € By})

b) Yes. In this case again, one checks easily that Y and Z are uncorrelated. Let us now compute
their joint pdf: the joint pdf of X; and X5 is given by

1 2 4 22
Px1,X (21, T2) = 5, &XP (—122

— y+z — Y=z

Making now the change of variables y = 1 + 2, z = £1 — x9, or equivalently z1 =

we obtain ) ) ) )
2 9  (Y+=z Yy —z Ytz
= (1) + (1) -5




and the Jacobian of this linear transformation is given by
oz Oxo
9z, O /2 1/2 1
= gy Oy | — - _=
J(y,z) = det (8501 am) det (1/2 _1/2> 5
z 0z

so that

1 vtz
Pzl ) = px, a2l 2) - 00 2) = - oxp (2

from which we deduce that Y and Z are independent N'(0,2) random variables.



