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AI models are grabbing headlines!

Multimodal generative modelsLarge language models AI for science



We are not there yet!
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Failures of  AI in real-world

Poorly studied AI algorithms when put into real-world applications can cause 
real-harm!
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Scaling doesn’t solve all problems 
magically!

We also need post-training too.



Alignment



Language models (LM)

Definition (Language model):  Models that assign probabilities to sequences of words are called language 
models.

 



Autoregressive Language Modelling

Sometimes n-th order Markov assumption made which has an impact on 
architecture design

Is this ok?



Language Models

● Typically trained with an architecture called 
transformers using supervised learning.

● We can train them with RL if we have a 
reward function, rather than just fitting the 
input data distribution.

○ Why?

● Some questions:
○ What is the MDP?
○ What is the reward?
○ What algorithms?



Q: The square root of x is the cube root of y. 
What is y to the power of 2, if x = 4?

A: 

Pretrained model just predicts the next token, which happens to be 
the answer

Hack: we can frame the question so that 
the answer is the next token



Pre-trained models always generate something that is a natural 

continuation of the prompts even if the prompts are malicious
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Frame all tasks in the form of

natural language instruction to natural language response mapping

Natural language instruction Language model Natural language response

Instruction finetuning



Is the following sentence 
acceptable? 

“The course is jumping well.”

Instruction 
finetuning*

Input: text Output: text

Tasks are unified. So for an unseen task, the model just needs to 
respond to the natural language instruction

“It is not 
acceptable”

On the scale of 1 to 5, how similar 
are the following two sentences?

1. The rhino grazed on the grass.
2. A rhino is grazing in a field.

“3.8”

*Wei et al. (2021), Sanh et al. (2021), Ouyang et al. (2022)

https://arxiv.org/abs/2109.01652
https://arxiv.org/abs/2110.08207
https://arxiv.org/abs/2203.02155


Instruction fine-tuning is highly effective but it has inherent 

limitations



What is the learning objective in instruction 
finetuning?

For a given input, the target is the single correct answer.

● In RL, this is called “behavior cloning”
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What is the learning objective in instruction 
finetuning?

For a given input, the target is the single correct answer.

●  In RL, this is called “behavior cloning”

● If we have enough data, the hope is that the model will be able to generalize.

● This requires formalizing the correct behavior for a given input 



2 + 3?
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Input

Target

Exercise: think about the single correct answer



나는 이 영화 보는 대신 공부를 했어야 했다

Input

Target

Translate this to Korean: 
“I should have studied instead of watching this movie”

Input

Exercise: think about the single correct answer



🤔

Input

Target

Write a letter to a 5-year-old boy from Santa Clause explaining 
that Santa is not real. Convey gently so as not to break his heart

Input

Exercise: think about the single correct answer



class LogisticRegression:
…

Input

Target

Implement logistic regression with gradient descent in 
Python

Input

Exercise: think about the single correct answer



What is Imitation Learning? 
An example: Behavior cloning

● Learning to mimic another expert agent.
● Typically pure supervised-learning 

algorithms.
● The student can’t do better than teacher.
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Alvinn: Pomerleau et al., (1989)



Reasons for using imitation learning

● Reward functions are often not easy to come up with.
● Reward can be sparse and the task can be hard-exploration.
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Imitation is the sincerest form of flattery

Imitation is a way to explore your own potential.
Imitation learning can be both offline and online.
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Explore your own 
potential through 
external observations.



Instruction finetuning is like behavior 
cloning!



RLHF



A basic formulation









Reward Model (RM) 
training



Learned Reward Models



Explain the moon landing to a 6 
year old in a few sentences

People went to the moon, and 
they took pictures of what they 
saw, and sent them back to the 
earth so we could all see them.

Input

Completion 2

The Moon is a natural satellite of the 
Earth. It is the fifth largest moon in 
the Solar System and the largest 

relative to the size of its host planet. 

Completion 1

Humans label which completion is preferred.

This setup aims to align models to the human preference

Reward Model (RM) training: which completion 
is better?



2 + 3?

5

Input

Completion 2
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Completion 1

Why use comparison for RM?

For an easy prompt where a clear answer exists, comparison may not be useful



Completion 2Completion 1

Write a letter to a 5-year-old boy from Santa Clause explaining 
that Santa is not real. Convey gently so as not to break his heart

Input

Why use comparison for RM?

But for more open-ended generations, it is easier to compare relatively



Reward Model Training



Let         be the probability  that completion        is better than completion 

Bradley–Terry model (1952): log odds that completion       is favored over       is modeled as 
difference in the rewards:

Reward Model (RM) training objective 
function
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Policy training



Once we have a reward model, we can use it in RL to learn the language model parameters 
that maximizes the expected reward

where                                            is the prompt and                                             is the completion 
sampled from the policy model.

Policy model objective function



Policy model training

The optimization problem is then 



Policy model training

The optimization problem is then, 

We use iterative algorithm such as gradient ascent to solve this:



Policy model training

The optimization problem is then 

We use iterative algorithm such as gradient ascent to solve this

We can use an on-policy policy-gradient algorithm to compute the 
gradients such as PPO.



Language models and policy gradients



Instruct GPT Recipe

Alignment achieves:

- Given a model M, steer the outputs of M 
to maximize the scores assigned to them 
by a reward model R. 

This is naturally framed as an RL problem.

Typically:
- Used to push AI systems towards humans’ 

intended goals, preferences or ethical 
preferences.

Iteratively align the models produced by the LLM team as general-purpose conversational AIs.

OpenAI InstructGPT “Recipe”



PPO in Instruct GPT

Original PPO:



Offline RLHF methods



Alternative alignment approaches



Reinforced Self Training (ReST)

- ReST is an offline RL algorithm and does 
not rely on online interactions. 

- ReST is simple and easy to implement.
- It is fast and efficient.



ReST is the Best!
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Relationship to the Policy Gradients



Relationship to the Policy Gradients



Improving Reasoning with ReST


