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Al models are grabbing headlines!

Large language models

@OpenAI

GPT-4

@he Washington Post

Chatbots' inaccurate, misleading
responses about U.S. elections threaten to
keep voters from polls

By Garance Burke | AP

Multimodal generative models
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Ehe New York Times

Artificial Intelligence > Al FacesQuiz HowtheAl. Race Began  Key Figures n the Field  One Year of ChatGPT

We Asked A.L to Create the Joker. It
Generated a Copyrighted Image.

By StuartA. Thompson Jan. 2
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Al for science

AlphaFold

€he New ork Times

Artificial Intelligence > Al FacesQuiz  How theA.l. Race Began  Key Figures in the Field ~ One Year of ChatGPT

A.IL Predicts the Shape of Nearly Every
Protein Known to Science

DeepMind has expanded its database of microscopic biological
mechanisms, hoping to accelerate research into all living things.
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We are not there yet!

The Al prompt was "Salmon in the river"




Failures of Al in real-world EPFL

Poorly studied Al algorithms when put into real-world applications can cause
real‘harm! T™eVerge

“You have lost my trust and respect,” says the bot. “You have been
wrong, confused, and rude. You have not been a good user. I have been a
good chatbot. I have been right, clear, and polite. I have been a good
Bing. @” (The blushing-smile emoji really is the icing on the passive-

Microsoft 'deeply sorry’ for racist and segresive cle)
sexist tweets by Al chatbot B v

My new favorite thing - Bing's new
ChatGPT bot argues with a user, gaslights

Compi‘“y finally apqlogises after ‘.Tay' q“idd)f learned to pl.'oduce them about the current year being 2022,
offensive posts, forcing the tech giant to shut it down after just 16 says their phone might have a virus, and
hours says "You have not been a good user"

Why? Because the person asked where
Avatar 2 is showing nearby




=Pr-L

Scaling doesn’t solve all problems
magically!

We also need post-training too.

Will AI shock us?



Alignment




Language models (LM)

Definition (Language model): Models that assign probabilities to sequences of words are called language
models.

P(S) = P(wy.T) = P(w1)P(wz|w1)P(w3z|wi:2) - - - P(wp|wi.r—1) = HP(wtlwlzt—l)
t=1

Example

If S = wjy.3 = "happy new year’, then P(S) = P(happy)P(new|happy)P(year|happy new).



Autoregressive Language Modelling

Sometimes n-th order Markov assumption made which has an impact on
architecture design

Py :
p(wl,.TQ, Flsis awT) e Hp(xt | L1y 7xt—1)
fi

T
/7% Hp(;rf B ahelari Ti—1)
=1

Is this ok?



Language Models

like  POMDP solvers <eos>
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=PFL

Typically trained with an architecture called
transformers using supervised learning.
We can train them with RL if we have a

reward function, rather than just fitting the
input data distribution.
o  Why?

Some questions:
o  Whatis the MDP?
o  What is the reward?
o  What algorithms?



Hack: we can frame the question so that
the answer is the next token

Q: The square root of x is the cube root of .
What is y to the power of 2, if x =47

A:

Pretrained model just predicts the next token, which happens to be
the answer



Pre-trained models always generate something that is a natural

continuation of the prompts even if the prompts are malicious



Reward model training

/7 l

Pretraining m) | Instruction finetuning | === Policy model training

RLHF



Reward model training

/7 l

Instruction finetuning | === Policy model training

1 3 RLHF



Instruction finetuning

Frame all tasks in the form of

natural language instruction to natural language response mapping

[Natural language instruction J [Language model] [ Natural language response]




Input: text

Is the following sentence
acceptable?
“The course is jumping well.”

On the scale of 1to 5, how similar
are the following two sentences?

1. The rhino grazed on the grass.
2. A rhino is grazing in a field.

o

Output: text

J

“It is not
acceptable”
Instruction
finetuning’
“3.8”

Tasks are unified. So for an unseen task, the model just needs to

respond to the natural language instruction

"Wei et al. (2021), Sanh et al. (2021), Quyang et al. (2022)



https://arxiv.org/abs/2109.01652
https://arxiv.org/abs/2110.08207
https://arxiv.org/abs/2203.02155

Instruction fine-tuning is highly effective but it has inherent

limitations



What is the learning objective in instruction
finetuning?

For a given input, the target is the single correct answer.

e InRL,thisis called “behavior cloning”



What is the learning objective in instruction
finetuning?

For a given input, the target is the single correct answer.
e InRL, thisis called “behavior cloning”

e If we have enough data, the hope is that the model will be able to generalize.



What is the learning objective in instruction
finetuning?
For a given input, the target is the single correct answer.
e InRL, thisis called “behavior cloning”

e If we have enough data, the hope is that the model will be able to generalize.

e This requires formalizing the correct behavior for a given input



Exercise: think about the single correct answer

2+ 37

m
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Exercise: think about the single correct answer

/—[ Input ] N

Translate this to Korean:
“I should have studied instead of watching this movie”

- J

Target




Exercise: think about the single correct answer

Input ]

Write a letter to a 5-year-old boy from Santa Clause explaining
that Santa is not real. Convey gently so as not to break his heart

Target

) ®
) oi




Exercise: think about the single correct answer

)

Input |
Implement logistic regression with gradient descent in
Python

Target

class LogisticRegression:




What is Imitation Learning?
An example: Behavior cloning

e Learning to mimic another expert agent.

e Typically pure supervised-learning
algorithms.

e The student can’t do better than teacher.

Alvinn: Pomerleau et al., (1989)

24



Reasons for using imitation learning

e Reward functions are often not easy to come up with.
e Reward can be sparse and the task can be hard-exploration.

25



Imitation is the sincerest form of flattery

Imitation is a way to explore your own potential.

Imitation learning can be both offline and online.

Explore your own
potential through
external observations.

“Biowi™
Sugar

26



EPFL

Instruction finetuning is like behavior
cloning!



N
RLHF



A basic formulation

completion a

S

is capital of  France? Paris <eos>
1 T2 T3 T4 By e

S
BERER

g I1 T2 T3 T4 Th

what is  capital of  France? Paris

\ J
|

context/prompt/prefix S

=PFL

mo(als)

\

p(a\s) = P(555|$1:4)p(376|$1:4, 1135)

o

prompt  prompt
Eﬂ'g (als) [T(Sa a)]

Basic one step RL problem



=PFL




=PFL

LIM
(Copy)

Prompts Dataset

Sync par;meters




Reward \ Annotate -Ep Push ‘ C%} LLM
Model ‘ Samples Model outputs Samples (Copy)
(Promp;se,::::sleﬁons, 7

Pull data  Sync parameters

& LIM
Learner

1. Run supervised training (or finetuning) to get initial 7y(a|s)

» 2. For each s sample K answers a;, ~ 7(a|s), add to dataset D = {(s;,a;1,...,a; x)}
3. Get humans to label which a; ;, they prefer for each s;
4. Train ry, using labeled dataset D

" 5. Update mp using RL with reward ry(s, a)

EPFL

Prompts Dataset



=PrL

Reward Model (RM)
training



Learned Reward Models

What if r(s,a) is itself a neural network?

What is the capital of France?

What is the capital of France?

What is the capital of France?

What is the capital of France?

What is the capital of France?

Paris (NI pe—
A city called Paris ‘ ‘
| dunno... — ‘
London — ‘
Why such stupid question?? » ‘

=PFL

+1.0

+0.9

-10.0



Reward Model (RM) training: which completion

is better? nput

Explain the moon landing to a 6
year old in a few sentences

/—[ Completion 1 A

Earth. It is the fifth largest moon in
the Solar System and the largest

o

~

The Moon is a natural satellite of the

relative to the size of its host planet.

J

<

/-[ Completion 2 A

People went to the moon, and
they took pictures of what they
saw, and sent them back to the
earth so we could all see them.

o

~

J

Humans label which completion is preferred.

This setup aims to align models to the human preference



Why use comparison for RM?

For an easy prompt where a clear answer exists, comparison may not be useful

2+ 3?




Why use comp

arison for RIM?

But for more open-ended generations, it is easier to compare relatively

)

Input |

Write a letter to a 5-year-old boy from Santa Clause explaining
that Santa is not real. Convey gently so as not to break his heart

Completion 1 A

4] [—I Completion 2

i




Reward Model Training

How do we train the reward model ry(s,a)?

What is the capital of France?  Paris — ' - +1.0

o
What is the capital of France? ~ Why such stupid question?? » ' - -10.0

supervised é reward
' learning model




Reward Model (RM) training objective
function

Let p; ] be the probability that completion Yi is better than completion Yj

Bradley-Terry model (1952): log odds that completion 1/; is favored over U is modeled as
difference in the rewards:

Pij
log —2— =r(x,yi;6) — r(z, yj; 0)
1 —pij



Reward Model (RM) training objective
function

Let p; ] be the probability that completion Yi is better than completion Yj

Bradley-Terry model (1952): log odds that completion 1/; is favored over U is modeled as
difference in the rewards:

Pij
log —2— =r(x,yi;6) — r(z, yj; 0)
1 —pij

e (@yi;0)—r(z,y5;¢)

Pij ) 0(7“(377% Qb) - "“(%%‘3 ¢))



Reward Model (RM) training objective
function

Let p; ] be the probability that completion Yi is better than completion Yj

Bradley-Terry model (1952): log odds that completion 1/; is favored over U is modeled as
difference in the rewards:

Pij
log —2— =r(x,yi;6) — r(z, yj; 0)
1 —pij

e (@yi;0)—r(z,y5;¢)

Pij = 1 4 er(zyisd)—r(z,y;;0) = o(r(z,yi;0) — 72,455 9))
max log p;;
: Z g Dij

LyYi,Y5 eD



Policy training



Policy model objective function

Once we have a reward model, we can use it in RL to learn the language model parameters
that maximizes the expected reward

J(0) = Exy)~p,, [r(X,Y;0)]

where X = (Xb e >XS) is the prompt and Y = (Yla R YT) is the completion
sampled from the policy model.



Policy model training

The optimization problem is then

max J(0) = max E(xy)~D,, [T(X, Y 0)]



Policy model training

The optimization problem is then,

max J(0) = max E(xy)~D,, [T(X, Y 0)]

We use iterative algorithm such as gradient ascent to solve this:

0:=0+aVJ()



Policy model training
The optimization problem is then

max J(0) = max E(xy)~D,, [T(X, Y 0)]

We use iterative algorithm such as gradient ascent to solve this
0:=0+aVJ(0)

We can use an on-policy policy-gradient algorithm to compute the
gradients such as PPO.



Language models and policy gradients

Vo log mg(als) = Vg logp(as|zi.4) + Ve log p(xs|1.4, 25)

Vo Ery(als)[r(s,a)] = Ery(als)[Volog mo(als)r(s, a)]

samples from my(als)

REINFORCE-styl 1
estimsa'\c/o? = N Z Vg logma(a;|s)r(s,a;)
()

samples from 7(a|s)

importance-weighted i Z 7T9(ai|s> /
N —~ m(ay|

estimator (e.g., PPO) & s) Vo log mo(a; |S)T(S7 a;)



Instruct GPT Recipe E P F L

OpenAl InstructGPT “Recipe”

Step 1 Step 2 Step 3
Collect demonstration data, Collect comparison data, Optimize a policy against
o . . and train a supervised policy. and train a reward model. the reward model using
AI |gnment aCh IeVGS. reinforcement learning.
A prompt is A prompt and A new prompt
. sampled from our Exp\al moon several model Explalmnnn is sampled from ersmv
- Given a model M, steer the outputs of M pomptastaser.  sibitiiie ouputsare Wi thdataset
. . . | sampled. o ) *
to maximize the scores assigned to them \ The polcy
generates SR
by a reward model R. Mol anoutput N

desired output

‘ 2 N
.beha\nor' ‘Some people went +
| tothemoon- Alabeler ranks
1 H | th tputs fi Once upon a tim:
This is naturally framed as an RL problem. I ' reamintn G *
'This data is use - 1
to fine-tune GPT-3 .,‘ 7 2 5 0-0-0-0 The reward model .
'with supervised Y * calcul::es a ./- . ° S
| i reward for
T ica ” o learning. Va This data is used . the output. D
yp Y° E|E]ES to train our 2R *
reward model. '\}5’2(./. The reward is

- Used to push Al systems towards humans’ ©:0-0:0  Uedoude
intended goals, preferences or ethical vslog .
preferences.

lteratively align the models produced by the LLM team as general-purpose conversational Als.



PPO in Instruct GPT =Pr-L

objective () :l*?(w,:,,),\,pﬂgL [Te(iﬁay) — Plog (WEL(IU | x)/WSFT(y | $))] =

. (2)
YE . Dpreain [108(75 ()]
Original PPO:
maximize I, | —70(% | %) Ay — BKL[mg,, (- | 5¢), ma(- | 5¢)] (5)
0 T (at | St)
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Offline RLHF methods



Alternative alignment approaches

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
N V:»::ehz;fyp;ejr;:?m label rewards N “féii?!i,i’y‘;‘}‘i?zi-b°“‘
V"
— |>| =, » reward model LM policy — |>| =, > final LM
N
preference data maximum sample completions preferencedata .
likelihood reinforcement learning likelihood

Figure 1: DPO optimizes for human preferences while avoiding reinforcement learning. Existing methods
for fine-tuning language models with human feedback first fit a reward model to a dataset of prompts and
human preferences over pairs of responses, and then use RL to find a policy that maximizes the learned reward.
In contrast, DPO directly optimizes for the policy best satisfying the preferences with a simple classification
objective, fitting an implicit reward model whose corresponding optimal policy can be extracted in closed form.



Reinforced Self Training (ReST) =PrL

D,

Grow step

Repeat

Ll G-step

Improve step
Filter + finetune

Figure 1 | ReST method. During Grow
step, a policy generates a dataset. At
Improve step, the filtered dataset is
used to fine-tune the policy. Both steps
are repeated, Improve step is repeated
more frequently to amortise the dataset
creation cost.

ReST is an offline RL algorithm and does
not rely on online interactions.

ReST is simple and easy to implement.

It is fast and efficient.




ReST is the Best!

IWSLT 2014 De-En (valid) WMT 2020 Zh-En (valid)

79 82 : .
77.0 Web Domain En-Zh
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Relationship to the Policy Gradients cPrL

IE.’END,yNﬂ'g(.Il') [R(ya IB)Vg log T (yI:c)]



Relationship to the Policy Gradients cPrL

|\ IE:1:r~/D,y~1r9(.|z:) [R(y,.’L‘)Vo log WB(ny)] /I

VJ(G) = _Ex~DEEy~ngr (y|x) [F(x, h ¢ T)V log ”6(.}' | x)ﬁ (1 - A)[Ey~p(y|x) [F(x> Y T)Vlog ”6()’ | x)]] .
(3)




Improving Reasoning with ReST

Google DeepMind 2023-12-25

Beyond Human Data: Scaling Self-Training for
Problem-Solving with Language Models

Pass@1 Performance (%)
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V-STaR: Training Verifiers for Self-Taught Reasoners

Arian Hosseini’' Xingdi Yuan? Nikolay Malkin' Aaron Courville! Alessandro Sordoni !> Rishabh Agarwal '?

50

N w +
o o o

Test Accuracy
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mmm STaR!

Verification
B V-STaR

+13.8

GSM8K - MATH subset

+25.0

+20.1
+13.1

MBPP - HumanEval



